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Introduction to Algorithms, Lecture 5

6.006- Introduction to
Algorithm

Lecture 10

Prof. Constantinos Daskalakis
CLRS 8.1-8.4

Comparison sort

All the sorting algorithms we have seen so far
are comparison sorts: only use comparisons to
determine the relative order of elements.

So the elements could be numbers, water-
samples compared on the basis of their
concentration in chloride, etc.

The best running time that we’ve seen for
comparison sorting is O(nlogn).
Is O(nlog n) the best we can do?

Decision trees can help us answer this question.

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

THid 4 (Gnole

Menu

 Show that ®(n Ig ») is the best possible
running time for a sorting algorithm.

» Design an algorithm that sorts in ®(») time.
» Hint: maybe the models are different ?

Decision-tree

A recipe for sorting n
things (a;, a, ..., a,)

- Nodes are suggested
comparisons:
a;:a; means
compare g, to a;.

- Branching direction
depends on outcome
of comparisons.

- Leaves are labeled with permutations corresponding to the
outcome of the sorting.
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Decision-tree example

laaa| [aaal

|a;ﬂ_~‘ﬂ:] |a3a§az

Each internal node is labeled a;:q; for i, j € {1, 2,..., n}.

*The left subtree shows subsequentcomparisonsif a; < a;.

* The right subtree shows subsequent comparisons ifa; > a;.

* Each leaf contains a permutation (n(1), ©(2),..., n(n)) to
indicate that the ordering a, ;) < a,5) < +++ < a,,, was found.

Decision-tree example

Sort {a,, a,, az)
=(9,4,6):

Each internal node is labeled aga; fori,je {l1,2,....,n}.

* The left subtree shows subsequentcomparisonsif a; < a,.

* The right subtree shows subsequent comparisons ifa; > a;.

*Each leaf contains a permutation {rt(1), ©(2),..., n(n)) to
indicate that the ordering a, ), < a,5) < +++ < ay,, was found.

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Decision-tree example

Sort {a,, a5, az)
=(9,4,6):

ialﬂ1a:1 i;a;d,ﬁ;] l'aza:,a,] |“3”:“1|

Each internal node is labeled a;:a; for i, j € {1, 2,..., n}.

* The left subtree shows subsequentcomparisons if a; < a;.

* The right subtree shows subsequent comparisons ifa; = a;.

*Each leaf contains a permutation (n(1), ©(2),..., n(n)) to
indicate that the ordering a,;) < ;) < -+ < @, Was found.

Decision-tree example

Sort (ala ay, (13)
={9,4,6):

A, | I“s“?.“l I
4<6<9
Each internal node is labeled a;:a; for 7, j € {1, 2,..., n}.
*The left subtree shows subsequentcomparisonsif @; < a;.
* The right subtree shows subsequent comparisons ifa; > a;.
*Each leaf contains a permutation (n(1), ©(2),..., 7(n)) to
indicate that the ordering a,;) < @,y < *+* < Gy, was found.

ltaia, |
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Decision-tree model

A decision tree can model the execution of
any comparison Sort.
* One tree for each input size .

* A path from the root to the leaves of the tree
represents a trace of comparisons that the
algorithm may perform.

* The running time of the algorithm = the
length of the path taken.

» Worst-case running time = height of tree.

Sorting in linear time

Counting sort: No comparisons between elements.

o« Input: A[1..n], where A[j]e{1,2, ..., k}.
* Quitput: B[1 . . n], a sorted permutation of 4
* Auxiliary storage: C[1 . . k].

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Lower bound for decision-
tree sorting

Theorem. Any decision tree for » elements
must have height Q(nlogn).

Proof. (Hint: how many leaves are there?)
 The tree must contain > »! leaves, since there
are n! possible permutations.

* A height-% binary tree has < 2” leaves.

* For it to be able to sort it must be that:

2k> nl

h = log(n!) (log is mono. increasing)
2 log ((n/e)™) (Stirling’s formula)
=nlogn—nloge
=Q(nlogn).

Counting-sort example

one index foreach
n=5, k=4 possible key stored inA
1

1 2 3 4 5 1 2 3 41
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Loop 1: initialization

B

fori<—1tok
do C[i] « 0

Loop 2: count frequencies

B:

forj«—1lton
do C[A[j]] « C[A[j]] +1 © C[i]=|{key =i}|

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 2: count frequencies

B:

forj< 1ton
do C[A[j]] < C[4A[/11+1 © C[i] =|{key =i}|

Loop 2: count frequencies

B:

forj«<1ton
do C[A[j]] « CIA[j11+1 & C[i]=|{key =1}
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Loop 2: count frequencies

B:

forj<« 1ton
do C[A[j]] < ClA[/1 +1 © C[i]=|{key = i}|

Loop 2: count frequencies

B:

forj« 1ton
do C[4[j]] - Cl4[j]1 +1 & C[i] =[{key = i}|

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 2: count frequencies

b

forj <« 1ton
do CA[j]] « C[A[jI1 +1 & C[i] = |{key = i}

[A parenthesis: a quick finish

Walk through frequency array and place
the appropriate number of each key in
output array...
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A parenthesis: a quick finish

February 20, 2003

A parenthesis: a quick finish

A parenthesis: a quick finish

A parenthesis: a quick finish

© Charles E. Leiserson and Piotr Indyk

B is sorted!
but it is not “stably sorted”...]
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Loop 3: from frequencies to
cumulative frequencies...

1 2 3 4 5 1 2 3 4

A: 4L 314 173 C: [RIEIRORISO 0

B:

fori«—2tok
do C[i] « C[{] + C[i-1] & C[i] =|{key < i}|

Loop 3: from frequencies to
cumulative frequencies...

1 2 3 4 5 1 2 3 4
A: [T c: [0 21 2

B: C" [BIENSIE 3 |82

fori<—2tok
do C[i] « C[i] + C[i-1] & C[i]=|{key < i}|

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 3: from frequencies to
cumulative frequencies...

1 2 3 4 5 1 2 3 4
A [ RS e S C: 1R ()= SO E)
B: C: | 1 28D

fori<2tok
do C[i] « C[i] + C[i-1] o C[i]=|{key <i}|

Loop 3: from frequencies to
cumulative frequencies...

A 4] EsEi e e 3 C: B 0D

B: C" [@lE s 5

fori<2tok
do C[i] « C[i]+ C[i-=1]  © C[i] =|{key < i}|
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Loop 4: permute elements of A

B:

for j < n downto 1
do B[C[A[j]]] < A[/]
ClA[]] « Cl4[/1] -1

Loop 4: permute elements of A

1.%Zr 3 & 85 1 2 3
A: ARSI ST IE AT 3 C. [l 3 |85

2

B: 3 Used-up one 3; update counter in C
. for the next 3 that shows up...

for j < n downto 1
do B[C[A[j]]] <= A[J]
ClA[1] < ClA[]] -1

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 4: permute elements of A

I i@ & 8 1 2 3
A: [N S SR 3 C: [MEEll 3 [

B: There are exactly 3 elements <A[5]. So
' where should I place A[5]?

for j <« n downto 1
do B[C[A[j]]] «- Al[/]
ClA[j1] « ClA[j1 -1

Loop 4: permute elements of A

B: 3

for j < ndownto 1
do B[C[A[/]]] « Al/]
ClAL]] « Cl4AUTT -1
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Loop 4: permute elements of A

B: 3 =

for j < n downto 1
do B[C[A[j]]] < A[/]
ClA[]] « Cl4[/]] -1

Loop 4: permute elements of A

B: 3 4

for j < n downto 1
do B[C[4[/]]] < A[/]
ClA[1] < CI4[/1] -1

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 4: permute elements of A

1 2 3 4 5 1 2 3
A: RS 4 (= C: [E(EEOR S

B: 3 There are exactly 5 elements <A[4]. So
d where should I place A[4]?

for j « n downto 1
do B[C[A[j]]] < Al/]
ClA[11 « Cl4[1 - 1

Loop 4: permute elements of A

B: 3 4

for j « n downto 1
do B[C[A[j]]] « AL/]
ClA[j]] « Cl4[/1] -1
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Loop 4: permute elements of A

B:

L]
-+

for j «— n downto 1
do B[C[A[j]]] < A[/]
ClAL1] « ClA[1]1 - 1

Loop 4: permute elements of A

B 318 4

for j < n downto 1
do B[C[A[]]] < A[/]
ClA[/]] « Cl4[/]] - 1

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 4: permute elements of A

B: 3

(V5]
-

for j < n downto 1
do B[C[A[/]]] <~ A[/]
ClAL]] < Cl4[/]] - 1

Loop 4: permute elements of A

LIS
(S
o+

B: |

for j «<— n downto 1
do B[C[A[/]]] «- A[/]
ClA1] < Cl4[/1] - 1

10
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Loop 4: permute elements of A

Bl

UJ
(VS
E=N

for j < n downto 1
do B[C[A[j]]] <~ A[J]
CA[J]] « CIA[1] -1

Loop 4: permute elements of A

B: B ERS 4

for j <— n downto 1
do B[C[A[/]]] « A[/]
ClA[j]] « Cl4[j]] -1

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Loop 4: permute elements of A

(O8]
U
I

B:| 1

for j < n downto 1
do B[C[A[/]]] < ALJ]
ClA[]] « CIA[1] - 1

Loop 4: permute elements of A

B: [T SE 4 |5t

for j < n downto 1
do B[C[A[/]]] <~ A[/]
ClA[1] < Cl4[/]] -1

11
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Counting sort
fori—1tok

doC[i]«0 6(k)
forj«< 1ton store in C the frequencies
do C[A[ ]] « C[A[/1] + ]} of:the differentkeysind ~ ®(n)
i.e. C[i] = |{key = i}|
fori<2tok store in C the cumulative
do C[i] « C[i] + C[i_l]} frequencies of different keys @(k)
in 4, i.e. C[i]=|{key < i}|

for{«» dOWl_lto 1 . using cumulative
do B[C[A[j]]] « A[J] frequencies build ®(n)
C[A[/]] < CTA[J1] = 1| sorted permutation

O(n+ k)

Stable sorting

Counting sort is a stable sort: it preserves
the input order among equal elements.

A: di s |4 S

B: EIE@a 3 |48l

This does not seem useful for this example, but imagine a
situation where each element stored in 4 comes with some
“personalized information” (wait 2 slides...).

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Running time

If k = O(n), then counting sort takes ®@(x) time.
* But, sorting takes Q(n lg») time!

* Where’s the fallacy?

Answer:

« Comparison sorting takes Q(n lg n) time.

» Counting sort is not a comparison sort.

« In fact, not a single comparison between
elements occurs!

Radix sort

* Origin: Herman Hollerith’s card-sorting
machine for the 1890 U.S. Census. (See
Appendix [@].)

» Digit-by-digit sort.

» Hollerith’s original (bad) idea: sort on most-
significant digit first.

* Good idea: Sort on least-significant
digit first with auxiliary stable sort.

12
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Operation of radix sort Correctness of radix sort
Induction on digit position

328 780 iz’ 2° Assume that the numbers et §2°

454 S8 o o> > are sorted by their low-order N -

657 436 436 436 t— 1 digits. 436 436

839 457 839 457 - 839 457
. digit ¢

436 657 355 657 HOOILCLE] 355 657

720 329 457 720 457 720

355 839 657 839 657 839

NG i M S

Correctness of radix sort Correctness of radix sort
Inducti digit iti Inducti digit iti

nduction on digit position o B, nduction on digit position e =,
» Assume that the numbers 399 355 » Assume that the numbers 329 355

are sorted by their low-order are sorted by their low-order
t—1 digits. 436 | 436 t—1 digits. g36—>d36
« Sort on digit ¢ 832 i 7 « Sort on digit ¢ ggg fi> 7
= Two numbers that differ in 35 657 = Two numbers that differ in 5 657
digit  are correctly sorted. 457 720 digit ¢ are correctly sorted. 457 720
657 339 = Two numbers equal in digitz 657 839

are put in the same order as
L/ the input = correct order. \_/

(just used stability property!)

© Charles E. Leiserson and Piotr Indyk 13
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Runtime Analysis of radix sort

 Assume counting sort is the auxiliary stable sort.
« Sort n computer words of b bits each.

* Each word can be viewed as having b/r base-2"

digits. ~8 8 8 8
Example: b=32-bit word | [ | | |

« If each b-bit word is broken into r-bit pieces,
each pass of counting sort takes @(n + 27) time.

* So overall ®(b/r (n + 27)) time.
» Setting »=log n gives @(n) time per pass, or
®(n b/log n) total

Herman Hollerith
(1860-1929)

* The 1880 U.S. Census took almost
10 years to process.

» While a lecturer at MIT, Hollerith 3
prototyped punched-card technology.

» His machines, including a “card sorter,” allowed
the 1890 census total to be reported in 6 weeks.

* He founded the Tabulating Machine Company in
1911, which merged with other companies in 1924
to form International Business Machines.

© Charles E. Leiserson and Piotr Indyk

February 20, 2003

Appendix: Punched-card
technology
 Herman Hollerith (1860-1929)
 Punched cards
* Hollerith’s tabulating system
* Operation of the sorter
* Origin of radix sort

» “Modern” IBM card
» Web resources on punched-card ¢eum to1ast
technology slide viewed.

Punched cards

» Punched card = data record.
* Hole = value.
* Algorithm = machine + human operator.

Ve wiw i Yrlols o wie ei- ik i K]

3o« v wialetmos wiile jrr»jlwsaanay

TF ) dam e s oniilw: s o wir win MR ¥YREY

541 tjaim em eilie AR AR YR .

T oein FEARPrUD Y Replicaof punch
voain " LR card from the

! 2 Frabubtasit ol Bkt A ST w2}

g w3 ERINCIET 1900 U.S. census.

it 02 H ot Kl e W SR (23 Howells 2000

[ ) LR SRR IR A O E R N R T
« r.a timtla e ne o uly

e : N e AR e |

vooor aleimTy vie 3 e almio|o momioa nu

14
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Tt st
‘HOLLERITH”

scirical
CENILE COUNTING MACHINT

Hollerith’s
tabulating
system

*Pantograph card
punch

Figure from

*Hand-press reader
*Dial counters
*Sorting box

Origin of radix sort

Hollerith’s original 1889 patent alludes to a most-
significant-digit-first radix sort:

“The most complicated combinations can readily be
counted with comparatively few counters or relays by first
assorting the cards according to the first items entering
into the combinations, then reassorting each group
according to the second item entering into the combination,
and so on, and finally counting on a few counters the last
item of the combination for each group of cards.”

Least-significant-digit-first radix sort seems to be
a folk invention originated by machine operators.

© Charles E. Leiserson and Piotr Indyk

[Howells 2000].

February 20, 2003

Operation of the sorter

i ; i
* An operator inserts a card into [} osvosecee
the press. = i |jooDe
3
f:

* Pins on the press reach through
the punched holes to make .
electrical contact with mercury- g |
filled cups beneath the card. B WL

» Whenever a particular digit

value is punched, the lid of the
corresponding sorting bin lifts.

» The operator deposits the card
into the bin and closes the lid.

» When all cards have been processed, the front panel is opened, and
the cards are collected in order, yielding one pass of a stable sort.

‘ Hollerith Tabulator, Pantograph, Press, and Sorter l

“Modern” IBM card

* One character per column.

Q12534SATEIABCIEFGHT KLIHOPERETUVLRYE THTRODUCTON TO ALCORITHHE A% 242081

RLTEIL] S ] [ B na BB
(T pEE MW EEE R

] TTTTTTT ol 1010
Y R RSy FR R TR RN RS SR ER RN PR E] FRSURFRERETE] INE PR ERTIE SN
MarrazaaNs NN A e R T e ez PTOAUCED DY
FEE] BY RNV FLF R FER] EVEEREY) FRRRERRER] EFER] | FEE] EFR PRV FRRFRFRRFRNEEEWER Y] thc WWW
494 F34 49434 4F4 1449494094444 34J2 44444404 J944 4944 1444444 Q4444 Faa 4144949444 Virtual punch_
SEYESPELS 5
§666060666666608046€60CHE564668B0666866006C456CATCGEETEEEE6C665E88660K68604EC Card Server.

IR AT I T I T T I T I I I T I IR IR TN ITIT I NN IR I A NI I NI

99390990 099999599099979 9990079090902 0 3909 99999999799 39 30N 997 PN 290799999999%

So, that'’s why text windows have 80 columns!

15
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Web resources on punched-
card technology

» Doug Jones’s punched card index
* Biography of Herman Hollerith

» The 1890 U.S. Census

* Early history of IBM

e Pictures of Hollerith’s inventions

» Hollerith’s patent application (borrowed
from Gordon Bell’s CyberMuseum)
* Impact of punched cards on U.S. history

© Charles E. Leiserson and Piotr Indyk 16
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6.006- Introduction to Algorithms

Lecture 11

Prof. Costis Daskalakis
CLRS 22.1-22.3,B.4

Graphs

» Useful object in Combinatorics
* G=(V,E)
+ Vasetof vertices
— usually number denoted by n
« Ec V x Vasetof edges (pairs of vertices)
— usually number denoted by m
— note m <n(n-1) = O(n?)
* Two Flavors:
— order of vertices on the edges matters: directed graphs
— ignore order: undirected graphs
* Then at most n(n-1)/2 possible edges

Lecture Overview

Graphs, Graph Representation, and

Graph Search
Examples
+ Undirected » Directed
« V={a,b,c,d} * V= {a,b,c}
« E={{a,b}, {a,c}, {b,c}, ¢ E={(a,.), (a,b) (b,c),
{b.d}, {c.d}} (c.b)}




Pocket Cube
(aka Harvard Sophomores’ cube)

« Web i -
— crawling ] I 2 x 2 x 2 Rubik’s cube
— ranking » Start with a given
. i A

Instances/Applications

» Social Network configuration

— degrees of separation * Moves are quarter

turns of any face
« “Solve” by making
each side one color

+ Computer Networks
— routing
— connectivity
+ Game states
— solving Rubik’s cube, chess

Configuration Graph Number of States
. . . « One state per arrangement of cubelets and
Imagine a graph that has: orientation of the cubelets:
— One vertex for each state of cube — 8 cubelets in 8 positions: so 8! arrangements
— One edge for each move from a vertex — each cubelet has 3 orientations: 38 Possibilities
* 6 faces to twist —Total: 8!~ 38= 264,539,320 vertices
* 3 nontrivial ways to twist (1/4, 2/4, 3/4) + But divide out 24 orientations of whole cube
s 86 18 ol Famils + And there are three separate connected
0, 13 edges out of each state components (twist one cube out of place 3 ways)

* Solve cube by finding a path (of moves) from
initial state (vertex) to “solved” state

Result: 3,674,160 states to search



R Representation

GeoGRAPHy o
1 6 9
2 27 54
+ Starting vertex 3 120 11 _
- 6 vertices reachableby ¢ 534 1847 « To solve graph problems, must examine graph
one 90° turn 5 2,256 9,992 + So need to represent in computer
+ From those, 27 others : :39;:3 ;2;:26 « Four representations with pros/cons
by another 8 114,49 870072 — Adjacency lists (of neighbors of each vertex)
* Andsoo - . e — Incidence lists (of edges from eachvertex)
Qs 10 930,588 623,800 i . . . .
0NN 1 1350852 2,644 — Adjacency matrix (of which pairs are adjacent)
O O 12 782,536 — Implicit representation (as neighbor function)
o7 13 90,280
14 276
5 ~
(aka God’s number)
Adjacency List Example

» For each vertex v, list its neighbors (vertices to which

|

it is connected by an edge) (a) a »[ ol
— Array A of V| linked lists
— For veV, list A[v] stores neighbors {u | (v,u) € E} b__’ Z I 7
— Directed graph only stores outgoing neighbors O °
— Undirected graph stores edgein two places C___b m
* In python, A[v] can be hash table

— v any hashable object



Incidence List (Object Oriented Variants)

+ For each vertex v, list its edges + adjacency list: object for each vertex u
— Array A of V| linked lists — u.neighbors is list of neighbors for u
— For veV, list A[v] stores edges {e | e=(v,u) € E} « incidence list: object for each edge e
— Directed graph only stores outgoing edges — u.edges = list of outgoing edges from u
— Undirected graph stores edgein two places — e object has endpoints e.head and e.tail
« In python, A[v] can be hash table O "
€.a € Q
« can store additional info per vertex or edge
without hashing
Adjacency Matrix Example
+ assume V={1, ..., n}
* n x n matrix A=(a;) 0 | i
—a;=1if(ij) € E 0 0 1
—a;; = 0 otherwise i i ;

* (store as, e.g., array of arrays)



Graph Algebra Tradeoff: Space

» Assume vertices {1,...,n}
 Adjacency lists use one list node per edge
— So space is @(n+ m log n)

* can treat adjacency matrix as matrix
* e.g., A2 = #length-2 paths between vertices ..

* A® giveg pagerank of-v.ertices (after » Adjacency matrix uses n? entries
appropriately normalizing of A) — But each entry can be just one bit
« undirected graph = symmetric matrix — So ®(n?) bits
« [eigenvalues carry information about the * Matrix better only for very dense graphs
— (Google can’t use matrix)
Tradeoff: Time Implicit representation
* Addedge + Don’t store graph at all

— both data structures are O(1) . ] .
« Check “is there an edge from u to v*? » Implement function Adj(u) that returns list

— matrix is O(1) of neighbors or edges of u

— adjacency list of u must be scanned + Requires no space, use it as you need it
* Visit all neighbors of u (very common)

— adjacency list is O(neighbors)

— matrix is @(n) * e.g., Rubik’s cube
« Remove edge

— like find +add

* And may be very efficient



Searching Graph

« We want to get from current Rubik state to
“solved” state

* How do we explore?

Depth First Search

« Like exploring a maze
« From current vertex, move to another
 Until you get stuck

+ Then backtrack till you find a new placeto
explore

* e.g “left-hand” rule

Breadth First Search

» start with vertex v

« list all its neighbors (distance 1)

+ then all their neighbors (distance 2)
* etc.

S

* algorithm starting at s:
— define frontier F
- initlally F={S} frontier
— repeat F=all neighbors of vertices in F
— until all vertices found

Problem: Cycles

What happens if unknowingly revisit a
vertex?

BFS: get wrong notion of distance

DFS: go in circles
Solution: mark vertices

—BFS: if you’ve seen it before, ignore
—DFS: if you’ve seen it before, back up



Conclusion

* Graphs: fundamental data structure
— Directed and undirected

* 4 possible representations

* Basic methods of graph search

* Next time:
— Formalize BFS and DFS
— Runtime analysis
— Applications

The Minotaur

noK

Inventor of DFS?

Daughter of Minos king of Crete
And sister of...

The Minotaur resided in a maze nextto Minos’s palace.
The best of the youth from around Greece was broughtto
the maze, and unable to navigate inside it got lost and
tired, and eventually eaten by the Minotaur...




Inventor of DFS fell in love with Theseus and Theseus follows algorithm, finds the Minotaur...
explained the algorithm to him before he wasthrown
to the maze..

and... Theseus and Ariadne then sail happily to
: ; Athens..
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6.006- Introduction to Graphs
Algorithms G=(V,E)
v St S

» V a set of vertices
|V| denoted by n. Often: V ={1,...,n}
« E c V XV aset of edges (pairs of vertices)

|E| denotedbym < n(n—1) = 0(n?)

Graph Flavors
* Directed: “edges have a direction” Le., (i,j) =i > j

Lecture12 o Undirected: “{i,j}not (i,/)”: (,j))=(,D)=i—]j

S 5 e < n(n—1)/2 possible edges
Prof. Silvio Micali 2
CLRS 22.2-22.3

g e
-_—
=]
Examples Graphs model lots of stuff: =
4 Friendshi SO
Undirected Directed ¢ gga'edr;rigs = §
. V={a,b,c.d} . V={abc} Hiog £
° Ez{{a’b}’ {a,C}, {b!C}Q . E = {(a,C), (asb) (b,C), (C’sb)} Why?
{b.d}, {c,d}} &
Functions are basic -~
XY
o Relations are more basici *

RcXxY

Graph Power!




Computer Representation
Four representations with pros/cons

= Adjacency lists (of neighbors of each vertex)

Searching Graphs

Finding all vertices connected to a given vertex s WLOGs =1

Class: Undirected Graphs
Recitation: Directed Ones

¢ s connected to t if there is a path P froms to t

Computer Representation
Four representations with pros/cons

» Adjacency lists (of neighbors of each vertex)

¢ P=5=55S,u, Sk =t such that {s;, s;j41} € E
¢ lengthof P =k (we count edges!)
4 Distance between s and t = length of shortest path from s to ¢
Plan
Pseudo®Code first for “mathematical” correctness
Pseudo Code next  (implementation ideas) for complexity

Real Code home for getting an output!

Breadth First Search| (Wrong) ’

All vertices initially unmarked, but s
1. Until all vertices are marked, mark all neighbors of currenlly marked vertices

4/6/2012
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. . 2
Breadth First Search (Pseudo?) Breadth First Search (Pseudo®)
All vertices initially unmarked, but s All vertices initially unmarked, but s
1. Until no new vertices are marked, mark all neighbors of currently marked vertices 1. Until no new vertices are marked, mark all neighbors of currently marked vertices
Complexity?
Example At least: Pseudo Code or Implementation Details!
Marked
|n

[~

| 0]

L @-0-0-0—-0-0-0-0
Y

| 0

@(n*)for such graphs

Can it get worse?

1-"&—"" -<nzm—nmt—l=>|

[=]=

Breadth First Search
(Better Pseudo Code)

Augmented Breadth First Search

All vertices initially unmarked, but s _ShorteSt Path Alg
1. Until no new vertices are marked, mark all neighbors of currently marked vertices
(Pseudo?)
Adjacency = I 1 ]
List Frontier = . Lw] o L | 4—11 A Marked Initially, s is marked 0, all other vertices are marked oo
| ‘marked atlast Step 2* 1‘ o] 1.i«<0
*Move & process d" 1] 2. Find all neighbors of at least one vertex marked i. If none, STOP.
— “ 1] 3. Mark all vertices found in (3) with i + 1.
JE e P PV o b
= ] “““E! S-_E_E:::::::M’:::.-." g 1]
| 0] Claim: Every vertex is marked with its distance form s
O(n + m)for all graphs 0 Proof: ...
. , h[ 1|
== . Can you do better? — Complexity: ...



Example (Pseudo?)
1 0 2
()—) (D—(P)]
1
® 'K,

BFS Tree Structure

4 Spanning Tree: subgraph (V', E") that
1.isatree
2v'=V

(V',E") subgraph of (V,E)iff¥' cV andE' c E

4 Extra Struclure:
| et J [ | et

| S | | Lecaas

BFS Tree: Few Data, Very Informative!

Nooooooo!!!|

Possible!
Possible Too

Example (Pseudo)
0 2

Note!

Graphs model mazes.
But: Searching Graphs # Searching Mazes

T

4/6/2012
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1800s Depth First Search Hopcroft's & Tarjan's DFS
( P S eud (0] 3) 4 Mark edges rather than their “"entrances” and "exits”

4 Number vertices (augmentation for fulure use)
4 Remember your father node rather than the edge who discovered you

In spocken Englsh (sort of...) 0. Mark all edges “unused’.  Forallv € V, #(v) = 0. Leti=0 and CoA =s.

Liei+1l #(Cod)«i
How to visit the Louvre in an hour and come out

ALIVE! 2. If CoA has no unused edges, go to (4)
; 3. Choose an unused edge CoA & u. Marke used.  If#(u) # 0goto(2). Else
|
No strings allowed! F(u) ~CoA CoAvu andgolo(t)

(No questions either!) 4. If#(CoA) = 1 HALT

Claim 1: No edge is traversed twice in the same direction 5. CoA < F(CoA) andgolo(2)

Claim 2: Upon Termination each edge has been traversed once in each direction

Thm: DFS Visits all vertices connected to s Good News

Proof: ... More Board Explanations!

DFS Tree Good Implications

4 Tree edges
‘ Back edges More Reasons to come to class!
Odds & Ends S
4 Queues vs. Stacks njoy It!
4 Strings??!
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Lecture is over!

Please walk calmly to the nearest
EXIT
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Introduction to Algorithms: 6.006 Problem Set 3
Massachusetts Institute of Technology March 8, 2012

Problem Set 3

This problem set is due Wednesday, March 21 at 11:59PM.

Solutions should be turned in through the course website. You must enter your solutions
by modifying the solution template (in Python) which is also available on the
course website. The grading for this problem set will be largely automated, so it is
important that you follow the specific directions for answering each question.

For multiple-choice and true/false questions, no explanations are necessary: your grade will
be based only on the correctness of your answer. For all other non-programming questions,
full credit will be given only to correct solutions which are described clearly and concisely.

Programming questions will be graded on a collection of test cases. Your grade will be based
on the number of test cases for which your algorithm outputs a correct answer within time
and space bounds which we will impose for the case. Please do not attempt to trick the
grading software or otherwise circumvent the assigned task.

1. Hash Collisions (20 points)

Consider hashing integers which are selected independently at random from the uni-
verse U = [1,2,...,84]. Recall that a hash family h; from U to {0,1,...,m — 1} is
universal if, for any distinct = and y:

Pri[lu(z) = h(y)] < —.

m

a. Suppose we would like m = 4. Consider the hash family h;(z) = 2*+z+17 (mod 4),
for i € {0,1,2,3}.
1. What is the probability of having NO collisions when TWO random elements
are hashed using the function ho(z) = 2% + z + 2 (mod 4)?
2. The family h;(z) a universal hash family. True or False?
b. Suppose we would like 7n = 3. Consider the hash family h;(z) = 2 + i (mod 3),
for i € {0,1,2}.
1. What is the probability of having NO collisions when TWO random elements
are hashed using the function hy(z) =z*+ 1 (mod 3)?
2. The family h;(z) a universal hash family. True or False?

c. Suppose we would like m = 12. Consider the hash family h;(z) = iz + 2 (mod 12),
for i € {0,...,11}.



Problem Set 3

1. What is the probability of having NO collisions when TWO random elements
are hashed using the function h7(z) = 7z +2 (mod 12)?

2. The family h;(z) a universal hash family. True or False?

d. Suppose we would like m = 7. Consider the hash family h;(z) = iz + 2 (mod 7),
for i € {0,...,6}.

1. What is the probability of having NO collisions when TWO random elements
are hashed using the function hs(z) = 5z + 2 (mod 7)?

2. The family h;(z) a universal hash family. True or False?

Solution Format:

Your answer for the first part of each question should consist of a float probability
in the range [0, 1], accurate to within 0.001 of the correct answer. Your answer to the
second part of each question should be a boolean.
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2. Open Addressing (30 points)

Suppose you are hashing items into the hash table of size 10 below, using the hash
function h(k) = k mod 10 to find the location of key k and using linear probing to
resolve collisions.

After inserting 6 values into the empty hash table, the table is in the state below:

0
1
2122
3113
4154
5132
6 | 46
7|43
8
9

(a) Which one of the following insertion orders would result in this state?
1) 46, 22, 54, 32, 13, 43
2) 54, 22, 13, 32, 43, 46
3) 46, 54, 22, 13, 32, 43
4) 22, 46, 43, 13, 54, 32

(b) Suppose that 46 was deleted from the table. How many cells would be inspected
if you then searched the table for 657

(c) Is there some sequence of insertions and deletions, starting from an empty table,
after which each cell i contains the value i+17 Give an example of such a sequence,
or prove that no such sequence exists.

(d) Is there some sequence of insertions and deletions, starting from an empty table,
after which each cell 7 contains the value 9 — i? Give an example of such a
sequence, or prove that no such sequence exists.

Solution Format:

For part a), your answer should be an integer choice, and for part b) it should be
a integer answer. For parts ¢) and d), if you believe that no such sequence exists, your
answer should be a string containing a proof of this fact. If you have a counterexample,
you should enter it as a list of tuples; the first element of each tuples should either be
an 'i’ for insertion or a 'd’ for deletion, and the second should be the key being inserted
or deleted.
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3. Price changes (20 points)

The local supermarket sells n products whose prices are stored in a sorted array
[p1,P2, . .- Pn), where p; < p;iq foralli <n—1.

After some seasonal price cuts, k of these prices are updated. Suppose you are given

the original price array and an array [d;,ds,...d,] of the price changes, all but k£ of
which are 0.

Give a fast algorithm (in terms of n and k for computing the resorted array of new
prices after the changes, and analyze its running time.

Solution Format:

You answer to this problem should be a string containing a concise description of
your algorithm and its runtime.
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4. One-Bit Error Correction (60 points)

Suppose that you want to recover messages sent over a noisy channel. You are given
a list of k valid messages m,, ma, ... my, each of which is an n-bit binary string. The
messages 7 received from the channel are all corruptions of one of these k strings - each
one differs from exactly one of the m; in exactly one position. Your goal is to find the
index ¢ of the valid message that r is derived from.

Write a function recover_original messages that takes two parameters, the lists
valid messages and corrupted._messages, and returns a list containing the indices
of the valid messages corresponding to each corrupted message. Each of the valid and
corrupted messages will be a string containing only the characters >0’ and >1°. All of
these strings will be the same length.

Note that the number of valid messages, the number of corrupted messages, and the
length of each message will be quite large. Your algorithm should scale well with all
of these parameters.

Here are some tests which your function should pass:

recover_original_messages([’000’, ’111°], [’110’, ’010°]) == [1, O]
recover_original_messages( [>000000°, ’110001’, ’001110°, *111111°],
[?001010°, ’110000°, °110111°]) == [2, 1, 3]

Solution Format:

You should answer this problem by filling in the body of the recover_original messages
function in the solution template.
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Massachusetts Institute of Technology March 8, 2012

Problem Set 3

This problem set is due Wednesday, March 21 at 11:59PM.

Solutions should be turned in through the course website. You must enter your solutions
by modifying the solution template (in Python) which is also available on the
course website. The grading for this problem set will be largely automated, so it is
important that you follow the specific directions for answering each question.

For multiple-choice and true/false questions, no explanations are necessary: your grade will
be based only on the correctness of your answer. For all other non-programming questions,
full credit will be given only to correct solutions which are described clearly and concisely.

Programming questions will be graded on a collection of test cases. Your grade will be based
on the number of test cases for which your algorithm outputs a correct answer within time
and space bounds which we will impose for the case. Please do not attempt to trick the
grading software or otherwise circumvent the assigned task.

1. Hash Collisions (20 points)

Consider hashing integers which are selected independently at random from the uni-
verse U = [1,2,...,84].) Recall that a hash family h; from U to {0,1,...,m — 1} is
universal if, for any distinct z and y:

1
Pr;|hi(z) = h; < —.
thi(e) = hio)] <
a. Suppose we would like m = 4. Consider the hash family h;(z) = 2>+ z+¢ (mod 4),
for i € {0,1,2,3}.
1. What is the probability of having NO collisions when TWO random elements
are hashed using the function ho(z) = 22 + z + 2 (mod 4)?
2. The family h;(z) a universal hash family. True or False?
b. Suppose we would like m = 3. Consider the hash family h;(z) = 22 + 4 (mod 3),
for 7 € {0,1,2}.
1. What is the probability of having NO collisions when TWO random elements
are hashed using the function hy(z) = 2% + 1 (mod 3)?
2. The family h;(z) a universal hash family. True or False?

IThe integer keys are chosen independently. It is possible that we attempt to hash two things with the
same key, in which case we will consider this a hash collision.
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c. Suppose we would like m = 12. Consider the hash family h;(z) =iz + 2 (mod 12),
for i € {0,...,11}.
1. What is the probability of having NO collisions when TWO random elements
are hashed using the function h7(z) = 7z + 2 (mod 12)7
2. The family h;(z) a universal hash family. True or False?

d. Suppose we would like m = 7. Consider the hash family h;(z) = iz + 2 (mod 7),
for i € {0,...,6}.

1. What is the probability of having NO collisions when TWO random elements
are hashed using the function hs(z) = 5z + 2 (mod 7)?

2. The family h;(z) a universal hash family. True or False?

Solution Format:

Your answer for the first part of each question should consist of a float probability
in the range [0, 1], accurate to within 0.001 of the correct answer. Your answer to the
second part of each question should be a boolean.
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2. Open Addressing (30 points)

Suppose you are hashing integers into the hash table of size 10 below, using the hash
function h(k) = k mod 10 to find the location of key k and using linear probing to
resolve collisions.

After inserting 6 values into the empty hash table, the table is in the state below:

22
13
o4
32
46
43

OO U iD= O

(a) Which one of the following insertion orders would result in this state?
1) 46, 22, 54, 32, 13, 43
2) 54, 22, 13, 32, 43, 46
3) 46, 54, 22, 13, 32, 43
4) 22, 46, 43, 13, 54, 32

(b) Suppose that 46 was deleted from the table. How many cells would be inspected
if you then searched the table for 657

(c) Is there some sequence of insertions and deletions, starting from an empty table,
after which each cell 7 contains the value i4+17 Give an example of such a sequence,
or prove that no such sequence exists.

(d) Is there some sequence of insertions and deletions, starting from an empty table,
after which each cell ¢ contains the value 9 — i? Give an example of such a
sequence, or prove that no such sequence exists.

Solution Format:

For part a), your answer should be an integer choice, and for part b) it should be
a integer answer. For parts c¢) and d), if you believe that no such sequence exists, your
answer should be a string containing a proof of this fact. If you have a counterexample,
you should enter it as a list of tuples; the first element of each tuples should either be
an i’ for insertion or a 'd’ for deletion, and the second should be the key being inserted
or deleted.
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3. Price changes (20 points)

The local supermarket sells n products whose prices are stored in a sorted array
[p1, D2y - - - Pn), Where p; < pipq foralli <n—1.

After some seasonal price cuts, k of these prices are updated. You are informed of
an array of price changes [(1,d1),. .., (i, dx)]. Here, a tuple (i, d) means that the ith
price should be changed by d (which may be negative), so p; is changed to p; + d.

Give a fast algorithm which takes the original price array and the array of price changes,
and computes the resorted array of new prices after the changes. Analyze its running
time in terms of n and k.

You can assume that comparison of prices can be done in constant time (and you may
not assume anything else about the prices).

Solution Format:

You answer to this problem should be a string containing a concise description of
your algorithm and a brief analysis of its runtime.
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4. One-Bit Error Correction (60 points)

Suppose that you want to recover messages sent over a noisy channel. You are given
a list of k valid messages my, my, ... my, each of which is an n-bit binary string. The
messages 7 received from the channel are all corruptions of one of these k strings - each
one differs from exactly one of the m; in exactly one position. Your goal is to find the
index 7 of the valid message that r is derived from.

Write a function recover_original messages that takes two parameters, the lists
valid messages and corrupted messages, and returns a list containing the indices
of the valid messages corresponding to each corrupted message. Each of the valid and
corrupted messages will be a string containing only the characters 0’ and 1°. All of
these strings will be the same length.

Note that the number of valid messages, the number of corrupted messages, and the
length of each message will be quite large. Your algorithm should scale well with all
of these parameters.

Here are some tests which your function should pass:

recover_original_messages([’000’, ’111’], [’110’, ’010’]) == [1, O]
recover_original_messages([’OOOOOO’, 1100017, ’001110°, 2111111°],
[7001010°, *110000°, ’110111°1) == [2, 1, 3]

Solution Format:

You should answer this problem by filling in the body of the recover_original messages
function in the solution template.
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Rolling Hash (Rabin-Karp Algorithm)

Objective

If we have text string S and pattern string P, we want to determine whether or not P is found in
S, i.e. P is asubstring of S.

Notes on Strings

Strings are arrays of characters. Characters however can be interpreted as integers, with their exact
values depending on what type of encoding is being used (e.g. ASCII, Unicode). This means we
can treat strings as arrays of integers. Finding a way to convert an array of integers into a single
integer allows us to hash strings with hash functions that expect numbers as input.

Since strings are arrays and not single elements, comparing two strings for equality is not as
straightforward as comparing two integers for equality. To check to see if string A and string B are
equal, we would have to iterate through all of A’s elements and all of B’s elements, making sure
that Afi] = Bl[i] for all 7. This means that string comparison depends on the length of the strings.
Comparing two n-length strings takes O(n) time. Also, since hashing a string usually involves
iterating through the string’s elements, hashing a string of length n also takes O(n) time.

Method
Say P has length L and S has length n. One way to search for P in S:

1. Hash P to get h(P) O(L)

y f
| L = V(ft‘{dw Nl
2. Iterate throug length L suBstrings of .S, hashing those substrings and comparing to i(P)

O(nL)

3. If a substring hash value does match h(F), do a string comparison on that substring and P,
stopping if they do match and continuing if they do not. O(L)

This method takes O(nL) time. We can improve on this runtime by using a rolling hash. In
step 2. we looked at O(n) substrings independently and took O(L) to hash them all. These sub-
strings however have a lot of overlap. For example, looking at length 5 substrings of “algorithms”,
the first two substrings are “algor” and “lgori”. Wouldn’t it be nice if we could take advantage of
the fact that the two substrings share “lgor”, which takes up most of each substring, to save some
computation? It turns out we can with rolling hashes.

“Numerical” Example

Let’s step back from strings for a second. Say we have P and S be two integer arrays:
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P =109,0,2,1,0] (1)
S =1[4,8,9,0,2,1,0,7] )

The length 5 substrings of .S will be denoted as such:

So=[4,8,9,0,2] \/W'/LAM 61%6 — 5(3)

S =8,9,0,2, 1] 4)
Sy = [9,0,2,1,0] 5)
(6)

/
We want to see if P ever appears in S using the three steps in the method above. Our hash O[/[ (/’[/&
function will be: o

St 5
h(k) = (k[0]10* + k[1]10% + k[2]10% + k[3]10" + k[4]10") mod m (7)

Or in other words, we will take the length 5 array of integers and concatenate the integers into
a 5 digit number, then take the number mod m. h(P) = 90210 mod m, h(Sy) = 48902 mod m,
and h(S7) = 89021 mod m. Note that with this hash function, we can use h(Sp) to help calculate
h(Sy). We start with 48902, chop off the first digit to get 8902, multiply by 10 to get 89020, and
then add the next digit to get 89021, More formally:

h(Siz1) = [(M(S;) — (10° x first digit of S;)) * 10 + next digit after S;] mod m (8)

We can imagine a window sliding over all the substrings in S. Calculating the hash value of
the next substring only inspects two elements: the element leaving the window and the element
entering the window. This is a dramatic difference from before, where we calculated each sub-
string’s hash values independently and would have to look at L elements for each hash calculation.
Finding the hash value of the next substring is now a O(1) operation.

In this numerical example, we looked at single digit integers and set our base b = 10 so that
we can interpret the arithmetic easier. To generalize for other base b and other substring length L,
our hash function is

h(k) = (K[0Jb" + k[1]b5 2 + k[2]b% 3. k[L — 1]6°) mod m 9)

And calculating the next hash value is:

h(Sis1) = b(h(S;) — b*"'S[i]) + S[i + L] mod m (10)
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Back to Strings

Since strings can be interpreted as an array of integers, we can apply the same method we used on
numbers to the initial problem, improving the runtime. The algorithm steps are now:

1. Hash P to get h(P) O(L)
2. Hash the first length L substring of S O(L)

3. Use the rolling hash method to calculate the subsequent O(n) substrings in S, comparing
the hash values to i(P) O(n)

4. If a substring hash value does match 2(P), do a string comparison on that substring and P,
stopping if they do match and continuing if they do not. O(L)

This speeds up the algorithm and as long as the total time spent doing string comparison is
O(n), then the whole algorithm is also O(n). We can run into problems if we expect O(n) colli-
sions in our hash table, since then we spend O(nL) in step 4. Thus we have to ensure that our table
size is O(n) so that we expect O(1) total collisions and only have to go to step 4 O(1) times. In
this case, we will spend O(L) time in step 4, which still keeps the whole running time at O(n).

Common Substring Problem

The algorithm described above takes in a specific pattern P and looks for it in S. However, the
problem we’ve dealt with in lecture is seeing if two long strings of length n, S and 7', share a
common substring of length L. This may seem like a harder problem but we can show that it too
has a runtime of O(n) using rolling hashes. We will have a similar strategy:

1. Hash the first length L substring of .S O(L)

2. Use the rolling hash method to calculate the subsequent O(n) substrings in S, adding each
substring into a hash table O(n)

3. Hash the first length L substring of 7" O(L)

4. Use the rolling hash method to calculate the hash values subsequent O(n) substrings in 7.
For each substring, check the hash table to see if there are any collisions with substrings
from S. O(n)

5. If a substring of 7" does collide with a substring of S, do a string comparison on those
substrings, stopping if they do match and continuing if they do not. O(L)

However, to keep the running time at O(n), again we have to be careful with limiting the
number of collisions we have in step 5 so that we don’t have to call too many string comparisons.
This time, if our table size if O(n), we expect O(1) substrings in each slot of the hash table so we
expect O(1) collisions for each substring of 7". This results in a total of O(n) string comparisons
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which takes O(nL) time, making string comparison the performance bottleneck now. We can
increase table size and modify our hash function so that the hash table has O(n?) slots, leading
to an expectation of O(%) collisions for each substring of 7. This solves our problem and returns
the total runtime to O(n) but we may not necessarily have the resources to create a large table like
that.

Instead, we will take advantage of string signatures. In addition to inserting the actual sub-
string into the hash table, we will also associate each substring with another hash value, h,(k).
Note that this hash value is different from the one we used to insert the substring into the hash
table. The hsk hash function actually maps strings to a range 0 to n* as opposed to 0 to n like
h(k). Now, when we have collisions inside the hash table, before we actually do the expensive
string comparison operation, we first compare the signatures of the two strings. If the signatures
of the two strings do not match, then we can skip the string comparison. For two substrings k; and
ko, only if h(ky) = h(ks) and hy(ky) = hy(ko) do we actually make the string comparison. For
a well chosen h,(%) function, this will reduce the expected time spent doing string comparisons
back to O(n), keeping the common substring problem’s runtime at O(n).
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collaborators = 'Arianna, Crystal, and Shri'

# Enter a float in the interval [0.0, 1.0] for each part 1 of problem 1.
# Enter True or False for each part 2.
answer_for problem 1 part a 1 = .500

answer_for problem 1 part a 2 = False
answer_for problem 1 part b 1 = .444
answer_for problem 1 part b 2 = False
answer_for problem 1 part ¢ 1 = .916
answer_for problem 1 part c 2 = False
answer_for problem 1 part d 1 = .857

answer_for problem 1 part d 2 = True

# On problem 2, enter an integer for parts a and b.

# For parts c and d, enter a string proving that no such seguence exists,

# or an insertion sequence providing a counter-example, not both.

answer for problem 2 part a = 3

answer_for problem 2 part b = {4

# Uncomment one of the following lines for part ¢, and enter your answer
#answer_ for problem 2 part_c = 'Type your proof here.'

answer_for problem 2 part ¢ = [('i', 5), ('i', 1B}, ('i', 16), ('i', 17), ('i‘', 18), ('i',
18) 5 Vi, 20), (Mdt, 24y, (F4ir,22), Writ, 23y, d¥, 5), ("dm 8 . 0T, 15 (A0 3 |
'‘d?'y 16); (vivy 8), ('dr; 17y, «(vi', 9y, {(*dr, 1B), (viv, 10y, ('d', I19), (*i¢, 1y, {(*d", 20
Yoo ("1% 2)p (Al 210) (YAt By td, 22y (Ui, ) 0tdr; 23), (ti', 5)]

# Uncomment one of the following lines for part d, and enter your answer

tanswer_for problem 2 part d = 'Type your proof here.'

answer_ for problem 2 part d = [('i', 5), ('i', 15), ('i', 16), ('i', 17y, ('i', 18), ('i',
1%, ('i', 20), ('i', 21), ('i', 22), ('i", 23), ('d', 5y, ('i*, 4), ('d', 15), ('i', 3), {
Tdty 16) ity 2)4 tav; ATy, Avir, 1y, (vdt, 18),. (vdiv, 0), ('d', 19y, ('iv, 9)y, ('dY, 20
Yo KMy BYp{'dr; 21) s (Uit Ty (A 22); (it B) ottdr; 23), (Yir, 5))

# Enter your answer to problem 3 here.

answer for problem 3 = '"'

So this has 2 possible answers depending on this question: is there a max price in our
supermarket? Generally the prices of items are in the $1 to $7 range. There are very vew
to no items above $20. Perhaps there are no items over $100. (If so those items could be
done under a nieve, parallel process that is optimized for very few items)

If yes: basically counting sort in O(n).

1. Have m bins for each price from $0.00 to $(m/100) max price.

2. Sort each item into a bin. We don't need to maintain which item the price is for, only
the count of the items which are that price. This takes 0(1) for n items = O(n)

3. Iterate through the k price changes. Look up the i-th item's original price in the
original array. This takes O(1).

4. Find this price's bin and decrement the count by 1. 0(1)

5. Calculate p+d. Find this new price's bin and increment by 1. 0(1l) as before. 0O(k) for
all:

6. When done, build the output array. O(n)

So because it is O(n)+0(k)+0(n) and n >= k, it's O(n).

If no, no max price: AVL tree in O(nlogn)

1-
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1. Build an AVL of Ps O(nlogn)

2. For each of the k price changes, find the item and delete it.
3. Insert p+d. Of(logn) For k price changes O(klogn)

4. Qutput the final array O(n) to iterate through in order.

So since n >=k, it's O(nlogn)

LN

# Fill in the body of the code for problem 4.

def recover original messages(valid messages, corrupted messages):

n = len(valid messages[0]) #they are all the same

#hash all of the valid messages

valid hashes = {}

i, =0

for valid message in valid messages:
valid_hashes[int (valid_message, 2)] = i
i=1i+1

#for each received message, flip bits tell we find
answer = []
for corrupted message in corrupted messages:
hashsum = int (corrupted message, 2)
#flip each bit and check
i=0
temp = 1
while i < n:
hashsumtemp=hashsum”temp
if hashsumtemp in valid hashes:
answer.append (valid_hashes[hashsumtemp])
break;
i=1i+1

temp = temp << 1

return answer

This takes O(log n)

L



]
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import random
collaborators = '!

# Enter a float in the interval [0.0, 1.0] for each part 1 of problem 1.
# Enter True or False for each part 2.

mieen
Notice that none of these are universal hash families, since if m is what we are modding by,

then we have that for all i: h i(x) = h i(x + m)
Universal hash constructions are typically more complicated.

fmrmn

answer_ for problem 1 part a 1 = 1/2.0

answer_for problem 1 part _a 2 = False
answer_for problem 1 part b 1 = 4/9.0
answer_for problem 1 part b 2 = False
answer_for problem 1 part ¢ 1 = 11/12.0
answer_ for problem 1 part ¢ 2 = False
answer_for problem 1 part d 1 = 6/7.0
answer_for problem 1 part d 2 = False

# On problem 2, enter an integer for parts a and b.

# For parts c and d, enter a string proving that no such sequence exists,
# or an insertion sequence providing a counter-example, not both.

answer_ for problem 2 part a = 3

answer_for problem 2 part b = 4

miren

Here is a general solution:

desired is an array, with what you want in slot i of the open addressing table in desired[i]

mmn

def get_sequence(desired):
sequence = [('1', 100 + x) for x in xrange(10)]
for i in range(10):
sequence.append(('d', 100 + 1))
sequence.append(('i', desired[i]))
return sequence

answer for problem 2 part c get_sequence([l, 2, 3, 4, 5, 6, 7, 8, 9, 10])

answer_for_problem 2 part_d = get sequence([9, 8, 7, 6, 5, 4, 3, 2, 1, 01)

mmn

Here are some shorter sequences that also work
nn
answer_ for problem 2 part ¢ = [('i', 0), ('i', 11), ('i',12), ('i', 13), ('i', 14), ('i', 15
(PR

("1, 18)y VLT, UTY o VLY, 18) (M3l 10Y, (rdv; ABY o (i
9.\

(rd*; 171y, {"i*, 8), (*4d*, 16), {(%i7', 1), ('4d", 1B), ("i%, @
)\
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(vd", 14), (L', 5), ('d%, 13}, ("i*, 4), {*d*, 12}, (*i%, 3

Y7 o\
(‘d', 11y, ('i', 2), ¢('4', 0, ('i', 1)]
answer_for_ problem_ 2 part_d = [itdty 10), (9d*, -0, (4% THY, (L% 8N (L% 2T e "L 4 T35 N
(AT, 16), {vdr, &Y, {*4%, 28), €2 S8y 1) ("a"; 1B
PR
(gt 11, UGEF; 1B %8 18)y (Pd'; 4) "%y 3} ("1, 2) 44

L' Wei’d"0)]

¥ Enter your answer to problem 3 here.
answer_for_problem 3 = '''
Algorithm:

Make a new array of size k, which contains the updated entries p (i j) + d_j for j in
range (1, k+1).

While doing so, mark the changed prices in the original array with a special 'Changed'
marker. This all takes O(k).

Sort the new array, in O(k log k)

Merge the new array and the original array, using the same algorithm as that from
merge-sort,

but skip the finger in the original array over entries with the 'Changed' marker.

This takes O(n).

Return this merged array

The algorithm is clearly correct, and runs in O(k log k + n).

BAn informal, non-rigorous argument that this is optimal:

We can't do better than O(k log k), since we need to sort Kk new prices, which could be
arbitrary.

We can't do better than O(n), since if the smallest price was updated to the middle, and
nothing else changed,

we would still need to shift at least n/2 elements in the array

Thus we can't do better than O(max(k log k, n)) = O(k log k + n)

LI B

mmnn

Our original solution to problem 4, which was actually designed for
the problem of correcting one-off polyominoes, instead of bitstrings

e

4 First, preprocess a bunch of random 64 bit integers r_i, each of which corresponds to one
position in a messgae

r = [random.randint (1, (2**63) - 1) for i in xrange (50000)]

roll = [r[0]] + [r[i-1] ~ r[i] for i in xrange(l, 50000)]

def recover original messages(valid messages, corrupted_messages):
(n, k) = (len(valid messages[0]), len(valid messages))

4 Our hash function is the xor of the r i's where message(i] is 1
# This hash is easy to roll
def myhash (message):
return reduce(lambda %, v : x ~ y, (r[i] for i in xrange(n) if message[i] == 'l1'}, 0)

-
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valid hash = {}
for i in xrange(k):

[

valid_hash[myhash(valid messages[i])] =

answer = []
for cor in corrupted messages:
hash = myhash (cor)
for j in xrange(n):
hash *= roll[j]
if hash in valid hash:
answer.append(valid hash[hash])
break

return answer

Here's a time-optimized solution which gets ~0.20 seconds total on the large test cases
Code stolen (with permission) from Joshua Blum, Tal Tchwella, and Rishikesh Tirumala and
modified.

I'm sure many others had similar code, and it's possible there were faster things out there

nnon

def recover original messages(valid messages, corrupted messages):
(n, k, c) = (len(valid messages[0]), len(valid messages), len(corrupted messages))

answer = [0] * c

valid hash = {}
for i in xrange(k):
valid hash[int(valid messages[i], 2)] = 1

corrupt _hash = {}
for i1 in xrange(c):
corrupt_hash[int(corruptedﬁmessages[i],2)] = j

if (n < 5000): # This part due to Rishikesh Tirumala

pows = [(l << i) for i1 in xrange(n)]
for ¢ hash in corrupt hash:
for i in xrange(n):
hash = ¢_hash * pows[i] # Flip bit i
if hash in valid hash:
answer [corrupt _hash[c_hash]] = valid hash[hash]
break

else: # This part due to Joshua Blum, Tal Tchwella

for c¢_hash in corrupt_hash:
for v_hash in valid hash:
xor = ¢c_hash *~ v_hash # bitwise xor should have exactly one 1
if not (xor & (xor-1)): # check if xor is a power of two

-3-
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answer [corrupt hash[c_hash]] = valid hash[v_hash]
break

return answer
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6.006- Introduction to Algorithms

IL{

Prof. Silvio Micali

Computer Representation

Four representations with pros/cons
Adjacency lists (of neighbors of each vertex)

Graphs
Undirected Directed
« V={a,b,c,d} . ?3/: {a,b,c} -
* E={{a:b}: {a,C}, (c,b){(a’C), (a’ ) ’C),
{b,c}, {b,d}, {c,d}}
(%)
®) ()
A [ — [
H— E— I
= BE— &l

4/6/2012



Breadth First Search

Start with vertex v

List all its neighbors (distance 1)
Then all their neighbors (distance 2)
Etc.

BFS Tree Structure

4 Spanning Tree wilh Lots of Structural Information

Augmented Breadth First Search
=Shortest Path Alg

(Pseudo?)

Initially, s is marked 0, all other vertices are marked oo

1l.i«0

2. Find all neighbors of at least one vertex marked . If none, STOP.
3. Mark all vertices found in (3) with i + 1.

4 i«i+1

Thm: Every vertex is marked with its distance form s

Complexity: O(n +m)

Depth First Search

» Exploring a maze
* From current vertex, move to another
* Until you get stuck

Then backtrack till you find the first new
possibility for exploration

4/6/2012



<« VT Forward Edge

«<—— Tree Edge

DFS

0. Mark all edges “unused’.  Forallv € V, #(v) = 0. Leti:=0 and CoA:=s.
fieci+1l  #(Cod)«i
2. If CoA has no unused edges, go to (4)

3. Cheose an unused edge CoA Su. Markeused. If #(u) #0goto(2). Else
F(u) ~ CoA CoA+u andgoto(l)

4. I #(Cod) = 1 HALT

5. Cod « F(CoA) andgolo(2)

DFS Tree
Directed Case

Back Edge

-
~eo

Back Edge

Tree Edge

Connected Components

An equivalence relation

e

Linear with Good Counting!

4/6/2012



Topological Sort

TS: numbering of the vertices of a directed acyclic graph (DAG) such that

i GW—(»)  then TS(u) < TS(v)

More General Shortest Paths
for a given node s

Undirected (Directed in recitation!) graphs with non-negative edge length

G=W,E) £ E = [, +00)

Picture

4/6/2012

|dea:

Topological Reverse

TR: numbering of the vertices of a directed acyclic graph (DAG) such that
i wW—(»)  then TR() < TR(v)

TS(x) = n—TR(x)

Dijstra’s Algorithm

A: label. If A(v) = x, then there is a path from s to v of length x, not necessarily minimum
T: Set of temporarily labeled verlices
P: Selof permanently labeled vertices

0.A(s) « 0 T « {s} P«@

1. WhileT # @ do:
« Choose v € T with minimum label
* T« T\ {v} P« PU{v}
. Vviu do
* if u €T, then A(u) « min{ A(w), A(v) + £(e)}
* Else,if u@ Pthen A(w) «A(w)+£(e) & T««Tu{u}
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Introduction to Algorithms: 6.006 Problem Set p
Massachusetts Institute of Technology March 22, 2012

Problem Set 4

This problem set is due Wednesday, April 4 at 11:59PM.

Solutions should be turned in through the course website. You must enter your solutions
by modifying the solution template (in Python) which is also available on the
course website. The grading for this problem set will be largely automated, so it is
important that you follow the specific directions for answering each question.

For multiple-choice and true/false questions, no explanations are necessary: your grade will
be based only on the correctness of your answer. For all other non-programming questions,
full credit will be given only to correct solutions which are described clearly and concisely.

Programming questions will be graded on a collection of test cases. Your grade will be based
on the number of test cases for which your algorithm outputs a correct answer within time
and space bounds which we will impose for the case. Please do not attempt to trick the
grading software or otherwise circumvent the assigned task.

1. An assortment of sorts (10 points)

(a) Merge sort on n integers in the range {1,...,n*} requires time ©(n®logn).
What is ¢?

(b) Counting sort on n integers in the range {1,...,n®} requires time ©(n°).
What is ¢?

(c) Radix sort on n integers in the range {1,...,n*} (with optimal choice of param-
eters) requires time ©(n°).
What is ¢?

2. Median of two arrays (20 points)

Let X and Y be two arrays, each containing n ordered values already in sorted order.
Give the most efficient algorithim you can to find the median of all 2n elements in
arrays X and Y. Prove correctness of your algorithm and analyze its running time.



Problem Set 4

3. Cycle testing (20 points)

Design and analyze an algorithm for detecting if an undirected graph has an odd cycle.
(A cycle of length k is a sequence of k distinct vertices vy, ..., v, such that there are
edges between v; and v,, between vy and vy, ete, and also an edge between vy, and vy.)

4. BFS or DFS? (10 points)

For each of the following problems, answer B’ if the most appropriate search algorithm
is BF'S, or ’D’ if the most appropriate search algorithm is DFS

(a) You are a mouse who is trapped in a maze with no cycles. You have no memory,
but you know left from right. Your escape strategy is closest to which search
algorithm?

(b) You are a pirate looking for hidden treasure on an island. You are at the location
marked X on the map, but the maps is slightly inaccurate, so you believe the
treasure to be at a nearby location. How do you determine the order in which to
search the locations on the island?

(¢) You are Google Maps. Which search algorithm do you use to get driving direc-
tions?

(d) Which search algorithm explores a graph in a manner reminiscent to a BST in-
order traversal?

(e) Which search algorithm is good at keeping track of shortest distances from the
start node?



Problem Set 4 3

5. True/False (30 points)

(a)
(b)
()

Let G be an undirected graph. If we have a back edge when we run DFS on G,
then the graph has a cycle.

Let GG be a directed graph. If we have a cross edge when we run DFS on G, then
the graph has a directed cycle.

The running time of insertion sort can be reduced to O(n - log(n)) if we use
binary search when inserting each element into its appropriate position of the
array instead of traversing the array backwards.

The running time of BFS is O(V + E) irrespective of the graph representation.

Let G be a connected undirected graph, let v be a vertex in G, and let D be a
directed graph obtained by orienting the edges of G arbitrarily. Then it is always
the case that a DFS in D starting from v will explore the entire graph.!

If an undirected graph has vertices vy, vy, and vy in a triangle, then when per-
forming BFS, AT LEAST two of vy, v, and v3 must be at the same level.

If an undirected graph has vertices vi, vs, and v in a triangle, then when per-
forming BFS, EXACTLY two of v, v9, and v3 must be at the same level.

If an undirected graph has vertices vy, v9, and v3 in a triangle, then when per-
forming DFS, no two of them can be on the same level. (We define “level” as the
length of the path taken from the source in the DFS tree.)

Suppose that in the “Awkward Sort of Party” problem from Problem Set 2, each
of the n people are assigned a vertex in a directed graph G. DFS is run on the
grapl. and a person arrives at the party when his vertex is first explored by the
search, and leaves the party when his vertex is finished processing ( “colored black”
in the terminology of CLRS). True or False: At the conclusion of the party, no
one will become a Twitter follower of anyone else.

A strongly connected component in a directed graph G is a maximal subset of
vertices such that there is a directed path from any vertex in the set to any
other vertex. True or False: Let C' and D be two (distinct) strongly connected
components of a directed graph G, and suppose that there is a directed edge from
some vertex in C' to some vertex in . Then any depth-first search will either
explore no vertices in D or will finish processing all vertices in D before it finishes
processing all vertices in C. (By “finish processing,” we mean, in the notation of
CLRS, that the node has been “colored black.”)

IThe DFS does not restart from other vertices when the first search finishes



Problem Set 4

6. Breadth-First Search (30 points)

One way of representing a graph in Python is as a dictionary edges mapping node
numbers to lists of adjacent node numbers. The vertex set of the graph is the set of
keys of the dictionary, that is, edges.keys(). A key k has a directed edge outwards
to each key in the list edges[k]. This representation is basically an implemention of
the adjacency lists discussed in class.

Write a function find_ distances that takes two arguments: an dictionary, edges,
and a list of vertices, sources. It should return a dictionary dist which records
the minimum distance from ANY source to each vertex of the graph, or None if it is
unreachable.

Your function should pass the following test cases:

sources = [0]

graph ="40: 11,81, 1 [2], 2 ¢ [0, 8], & [1](;‘9{0){

dist = find_distances(graph, sources)

dist[0] == 0
dist[1] == 1
dist[2] == 2
dist[3] == 1

graph = {1: [2],
2: [’skip a few’ ],
'skip a few’ : [99, 199],

98: [99]

99: [100],

100: [’skip a few’]

198: [199]

199: [200]

200: [1 }
sources = [1, 100]
dist = find_distances(graph, sources) SRR
dist[1] == 0 (
dist[2] == 1 ;> SKW A Le

dist[’skip a few’] == 1
dist[98] == Nomne
dist[99] == 2

e - 5@ @c, 5%

dist [199] 2
dist[200] == 3
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D:\Users\Michael\Documents\MIT Junior\6.006\ps4.py . Saturday, April 07, 2012 7:53 PM
import random

from collections import deque

collaborators = 'Shri, Arianna, Crystal, Web resources'

# Enter some numerical value for each part of problem 1.
answer_for problem 1 part a =1

3

1

answer_for problem 1 part b
answer_for problem 1 part c

# Enter your answer to problem 2 here.
answer_for problem 2 = ''"'
First get the medians of the two sorted arrays al and a2 and then compare them.
1) Calculate the medians ml and m2 of each array.
2) If ml and m2 both are egual then we are done, return ml (or m2)
3) If ml is greater than m2, then median is present in one
of the below two subarrays.
a) From first element of al to ml (al[0...l _n/2 |])
b} From m2 to last element of a2 (a2[|_n/2 |...n-1])
4) If m2 is greater than ml, then median is present in one
of the below two subarrays.
a) From ml to last element of al (alll_n/2 |...n-1])
b) From first element of a2 to m2 (a2([0...] n/2 |])
5) Repeat the above process until size of both the subarrays
becomes 2.

This is correct because we always go towards the array with the larger median. We hill
climb up, with the range getting smaller and smaller, until we are left with the median.

This is hilleclimbing O(logn).

O(log n) is pretty good, and you can't do better than that. (Not very rigerous)

# Enter your answer to problem 3 here.

answer for problem 3 = '''

Create a table with every node O(n)

Start DFS at an arbitrary start node.

Wach time you progress, you check the table if you have already been there O(1)

and append it to a visited list O(1)

Color nodes alternatingly red-black to record odd/even. Record the color in the table as
well.

When you come across a node that you have already visited AND is the same color as the node
that you are currently on, the graph has a cycle!

Redo on each connected component. (Still O(n) since still n nodes either n connected
components of 1 or 1 connected component of n)

So O(n)

This is correct because the colors store odd/even. The table stores where we have already
visited, so we can eaisly O(1l) check where we have been before. The list of visited places

-



D:\Users\Michael\Documents\MIT Junior\6.006\ps4.py . Saturday, April 07, 2012 7:53 PM

lets us return the nodes.

# Your answer to each part should be the character 'B', or the character 'D'

answer for problem_4_part_a = 'D'
answer for problem 4 _part b = 'B'
answer for problem 4 part_c = 'B'
answer_ for problem 4 part d = 'D'
answer for problem 4 part_e = 'B'

# Your answer to each part should be a boolean.
answer for_problem_ 5 part_a = True

answer for problem 5 part b = False
answer for problem_ 5 part_c = False
answer for problem 5 part_d = True
answer_ for problem 5 part e = False
answer for problem 5 part f = True
answer for problem_5 part_g = False
answer for problem 5 part_h = True
answer for problem 5 part i = True
answer_ for problem 5 part_j = True

# Fill in the function here, for problem 6
def find distances(graph, sources):

fpre-generate Nones for all

distance = {}

for node in graph:
distance[node] = None

#the distance from all sources is 0
for source in sources:
distance[source] = 0

count = 1
while sources:
nextsources = []
for source in sources:
#print "exploring node "+str (source)
neighbors = graphl[source] #get neighbors
for neighbor in neighbors: # process each neighbor
if distance[neighbor] == None:
#print "neighbor "+str(neighbor)+" with count "+str (count)
distance[neighbor] = count

nextsources.append (neighbor) #add it to the queue
count = count +1

#print "start of count "+str(count)
#print nextsources
sources = nextsources
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return distance

#small test cases

graph = {0: [1,31, 1: [2], 2: [0, 31, 3:[11}
sources = [0]

print find distances(graph, sources)

graph = {1: [2], 2: ['skip a few' ], 'skip a few' : [99, 1991, 98: [99], 99: [100], 100: [
'skip a few'], 198: [199], 199: [200], 200: [] }

sources = [1, 100]

print find distances(graph, sources)

s



D:\Users\Michael\Documents\MIT Junior\6.006\ps4-solution.py Saturday, April 14, 2012 11:23 PM

import random

collaborators = 'Your
# Enter some numerical value for each part of problem 1.
answer_for problem 1 part a = 1 # Merge sort is always Theta(n log n)

3 # There are Theta(n”3) buckets
answer_ for problem 1 part ¢ = 1 # Use counting sort 3 times to reduce it to Theta(n) time

answer_ for problem 1 part b

# Enter your answer to problem 2 here.
answer_for problem 2 = '''

oo & o A Pt

Suppose m is the median value.

Then 1f there are exactly i elements less than m in X, there be eractly n—-i elements
X L4 £

g: Follows from the discussion above

cut down

constant
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Saturday, April 14, 2012 11:23 PM

# Enter your answer to problem 3 here.

LI )

answer_ for problem 3

e Tn——
DESCRIFTION

P

If not, we immediate return YES. Otherwise,

. ~ ) T i )
Correctness:

BFSes complete,

ication is simp

stances to the

E

return NO.

(o]

'O
]

sl

# Your answer to each part should be the character

answer_for problem 4 part a = "I’
answer_for problem 4 part b = 'B’
answer for problem 4 part c = 'B’
answer_ for_problem 4 part d = 'Df

answer_ for_ problem 4 part e = 'B'

# Your answer to each part should be a boolean.

answer_for problem 5 part a = True
answer for problem 5 part b = False
answer_for problem 5 part c¢ = False

lBI'

or the character

IDI

2.
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answer for problem 5 part d = False
answer for problem 5 part e = False
answer_ for problem 5 part f = True
answer for problem 5 part g = False
answer_for problem 5 part_h = True

answer_for problem 5 part i = True
answer_ for problem 5 part j = True

def find distances(graph, sources):
distances = {node: None for node in graph}
visited = set (sources)
i=20
while sources:
newsources = []
for v in sources:
distances[v] = 1
for w in graph[v]:
if w not in visited:
visited.add (w)
newsources.append (w)
i+=1
sources = newsources

return distances

a.
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6.006- Introduction to Algorithms

e

\ ,E 2
"“\‘

Lecture 17153

Prof. Silvio Micali

Recall: Dijstra’s Algorithm

Distances from s when £: E — [0,+]

Shortest Paths in a Graph

= : 1
N =Y,

¢ f¢(e) lengthofedge e
¢ 2(p) length of path p

Given a “source” s:
¢ A(v) 3 pathpfromsto v with £(p) = A(v)
You can get from s to v in A(v) length

¢ 6(v) distance from s to v
Length of a shortest path from s to v




Today: Shortest Paths (from s) in
Digraphs with General Edge Length
£:E — (—00,+00)

Makes sense when G has no negative cycles!

<
ot
3 N -2
S " hey \I / \g
./ ] 2] £k )
__/\ ___Jb\ I; //i/ -
2 N :‘/—i‘/
{
A <h“,f' \_,,.)D

A generic start

ds] < 0
n[s] < s
foreachv e V- {s} initialization
do d[v] «
n[v] < nil

while there is an edge (v, v) € Es. 1.

div] > dlu] + €(u, v) do Relaxation
select arbitrarily one such edge (Improvement)
set d[v] « d[u] + £(u, v) Step

w[v] ¢ u

endwhile

Notation

¢ f¢(e) lengthof edge e
¢ 2(p) length of path p

Given a “source” s:
¢ A(v) 3 pathp from s to v with £(p) = A(v)

¢ §(v) distance from s tov

¢ n(v) predecessor of v on abest path so far
(initially, 7(s) = s, and t(v) = NIL v # s

Of course, it will not stop when
negative cycles exist

:
u ¥ \4 \
OO0 OO
. 1 § 2 1
/ 0 2

d(u] o ¥

2 0
etc



What if no negative cycle ....

™,

I

™, ™ ~”

N

4 6 8 8 ™
9

6 7 g

7

HOW? (Bellman Ford)

¢ Arbitrarily fix an ordering of the edges: e, ..., e,

0. A(s)« 0 Vx #5s: A(x) = 4o

1. Until no improvement found do:

Fori=1tomdo:
PASS® | |F 25 vis such that A(v) > A(w) + £(e;)
Then A(v) « A(u) + £(e;)

Cost of one PASS = O(m) How many PASSES ?

What if no negative cycle ....

Analysis = # of relaxations

T(n)? n = number of vertices
n
Tn)=34+2T(n—-2) =Tmn)=0(22)

Need to be careful how you relax!

Let this be shortest path from s to ¢

NN

0y

1t Pass 2 Pass 3 Pass 4" Pass 5" Pass

Ford's Total Complexity =0 (nm)

And if G=(V,E) had cycles?



Take Homes Optimal substructure

Theorem. A subpath of a shortest path is a
shortest path.

Proof. By contradiction ...

P, Py Py

P=EVoerna V = V oAV,
R A '

v

P,

Combinatorics vs.

T . l . 1' = ° ° ° °
riangle inequality Combinatorial Optimization

Theorem. For all i, v. x € V, we have
K, v) € Ku, x) + Ax, v).

Proof.




"See you laters alligaters”



b0 Refitio %/ !

| ben o duedu ( ¥ ( e Wg) ey
veghts . Fiad Clokss  Pth Cmpgd o1
Cﬁb Pdges
b) 2 dges

/. 6&/@\ « DK o (ihe ) el Wi
MJ ‘}w (/(](]UL(@ G GL/IJ, 7‘
Fd B (gngcsf ph fon 5 £y k

L(A./\éﬁ 1[(0\ Uy 6)LmL
/VI(Z:/@ ;v ik {om 0aly N Le
Wark  — Shote pilt. </ 2@9@ T
g - 73 MEME

.



©
TW) Ml[ ( M”7 (‘M\\(laf \// h{ f(;mmm of
\/6\%‘4%& Pdh@
S
A%W

T
M‘[ﬁ %0 TMWL
| ﬂa{ N
6({2) Qt/ﬂq [)aﬂ[r mﬁ @(fj@
o Y 0% ot ha ﬁ%@
Lpo?« M/JF Q(Mx hote gl @f M/ (rn cmd
ok sl
- bfly E*

6(8&{1 WonL{* (ﬂ{\ v m an
— - qless bor Shoet ply



(@(\/3 ~ OVily Mpzt of l/mll

= Mot 1[ md [€n@m’ in wwmnk TML
— @t 4 w/ d\,il ik
- &/4,/{ be |/ 7

VoW x
’Q\-ﬁb\_—a@

~ (e ol A hah e

o Ad, fuekk )
\/1(@(, (b, 1) w)]

l\af;k TLW l(L pwj

A -0

bs (60
W-)§

[ 7%(& P@( /uxl@



Ah(f}kr }gw}fe ON(Q V Wor )
W (’/6{//’9/)

™ ﬁ

7

Padh o

flo Mot (UWL Fz

b b e e o pair & Cdjes

zé CQN(’.(/( (/L

\/0/6][ (dse —Gﬂlz F’L (
’:;’1&“ o node.

uk{ Qully 94{5(, (n Ont é)ﬂ P“/{f@L "// V
Om @Jge; @O{n@ Ot/vL

b f“:@( edges 90m9 " M@ﬂmj oo

(&)



g
\jp Mi{,g/fo /

-\
,\E ;wdéﬂ/€€
. \E |

0 6

hay
¥
\ n
L/(/blt P'%EJL mﬁ 6([
465 \
) 6’40/}% Qoing ({n e

(’:Of Qw/i\& Md
ol (
snalbd 0+ ol
G )L
OV)L

Bﬁr ﬁ
—fhy, MGvacsg mzAd, o ‘
k b | : |
HW ‘ il f} \J
; 64% (n QU rﬁ



@

\w Jm\% \/T E

rr——e

@l&n\i Ve Ay

W@U/IM 24@4@. of (ﬂ(/

P@/\\a V9¢ h@h 54 b)
— it a gc) W M L4 wald be t/;@(o/

o D[dg}/fk N _04{7 Nyn Nﬁ

"be Cdn WLM % o1 *\@
il o Gt B 0 Te ol

—HF

- @Q/\/\ M T:b/L
“goai e ©

/\s;nL@ {MTM dv A 1[ ved lf“‘ﬁ/’/
/LO ‘0 _/p VW Aﬁﬁ

~ St
W"%ﬂ % %



/ (

Nov’
C
oas 0 Q/Jﬂ
L

best o ey

&\ml |

\ b /]

e
- ode l/

[
el b ge Do
ahs - |



y

TF we duflied qhod R Tk o
)/«ovH hot do

Wl billws Bod & 3ed conl



G006 Lle o
6240/11@11 Pﬂz 3

T%{:%B@“MM Fori on g pﬁd
- U&)Mm for ron —fed

\

8@”?1(!4 F@/d ‘0%

B

Cin't e d[ﬂfm [Ja‘w Wt vh -'meg?
Rolay Ldges nt sy qny Mok
s Topduiql gt

 folabled  [gle]s
Billar Forcd

CR%
Py T oder
ooty b ol o el = 200

1 {a./lmﬁ ‘{( om

Lz 9 ((Vig) edge




Y
Do oo Y1 eges m oo
#’B} G b b T
et lat chy & M ngedyf

(

e ho cule
Of\(‘i l /{er(a{‘/ba olé f%mﬂ(tm

Nt dhov cored alte 4 (et V) choatos

0 () ahilizabo f
OCV”) /Pja%ﬂ(tan ) 0(“ m)

&ﬁ’r’lj /',\ OfA?(
- "}opozt)g‘{cwwy 60r}' Ml M{n ﬂ gtf
lQ@@fwwhi(, 0o of  edges

(ant b b s Dol
Ot gy G aln Ol n



9
§0 WW‘
s g OY(J@}
—E)po\ ot }mp“ab w [}xgw 0/({@}45 of wlie
(So iy W{i@,mﬂ ;’;om‘@fﬁ ;A G c.,a/
Go (an only celox wh odsc et

p(wwjfmﬁ
1= d(b}ll/afi «/enW/ d(ﬁ 5
(= Gy B o5 i thofest /mz‘lz fo /
in\w* = Con bt [5;] Co{/@flﬁ/
é[érl)b (ol (ompntecL by 9w )w)

LSH’S}Y el ARES (‘/}[51'—/] Cﬂmm

T"“* poe Q¢ﬂ€5 T_)ULIL go ;q
or (wold )\%ve P essud Thow e&zﬂ@/



9
| { Vol
ton & _Djbda
P@o{ ot corndese

Eefgo, M:@m‘s N neq
Compvhﬁ A 2/(5,0)

(o be ¢yl
Bﬂbztél/u‘[ ‘( &Q@dy /:Lm'ﬁ"@ QﬁfO@DL)

L‘@L G L ohaye Dl dele o by
NTRY 0 P L P %

C\le]LW (i ﬁm{l il e }c'él‘j)

p&!@u&!a e o0 S(\Ldﬂ

Dihﬂwﬁmi gCAL \/@L{’b 'fa J@ﬁv[\[
Bl ol e (§

AT

(hhy & £ P plele {]V]

(Y(’-b femp S0, Ao S]



e e "m le [ww%?)
@ mltj lechvie nidh Mﬂ@ ek b ¢ )
e s il o o
[I nfusted iy hotfe ( " )
U){ 6]%M have (EL/QJE il G
1

TF B sni cndugp  pre bosse
T g el i e

_-—-—-J-"’F-__—_—-_-—‘—_

Gﬁ&%{dll% Hion @6}49 [0y [ V] a/ C5 )

s ;5 Mm%d oW /’@Aﬂﬁ [ Shﬁpb
- b /d
“@/db Mvm ﬁ/\oils &ﬁv

Wi

Tomingles

“ 07 J]G;V

o B—W@{’h@ it a/iﬁac[?s @J(ﬁeﬁlﬁ Do
weeﬁ

M Jﬂ!fl M g CL\M@ ﬁz d van



Dok by ol
Chaoth wdﬂvbl? lad

Cw/\

(ﬁ?/x\/%u

\S/ln,ca asame :> [QL jhin@
LJlr M ald mu@ﬂw IA/ You KBL*X A of C’dgﬁ
&[\)]:6@1@)
COML(}JW:O«I\ (ﬂd 5 hewtf /(\&é
(4 7 vl
S

=K J\/

Pk \/r('o (ﬂﬂl@s Iomﬂ’/ )L/

e U s st b hble kit

Q[wt’ D.,[5”()

Qawk of ol Imﬂ s el
QL 6‘10(1?%'\_ Pajh\
O/(Q,U t /X <O/(§/T)



@
5 07 15 copid el
COMLH Il

Wa@’ [;]f 0 fn) £ 1Y

Fods
W Jws b O odad

dad Tha deg”@e[) Nighhors
/h{ J&fﬁ%ﬂ “'IN 0/\ ﬁg Min P/O//f/\“‘/ it

’“L 60‘ R 'Lé(g’“)T

bevese foy

A fd
Inig pe Gdy

b e (I }W’? J:ﬁ ([vess
Q /l’(?ﬁffdb\[m‘m T&{L«%{ ley TU} q[

oy o o() ()




bl
O b

he

F |

(

"y

1 m
o
;
n/?{‘llé

T
not (
ol

b
(s

im

{
mota (

g

ol
m 7‘/1/7
il

L
0/
4 a
7
. 4



Lecture overview

6.006- Introduction to Algorithms
Shortest paths III

—Bellman-Ford on a
DAG (CLRS 24.2)

—Dijkstra algorithm for
the case with non-

Lcture negative weights
(CLRS24.3) ¢
Alan Deckelbaum

This graph has a special structure: DAG.
How to use it within Bellman-Ford?

=] ("J:V:).: (V,'~V4)'= (1’291’3)2 (1}451"2)}

E={(v02d (v (v v (v E={(v,va); (vrs) (va,vs)i (vsv )}



... Bellman-Ford ...

E={(v;;v2): (v;.v3); (va,v3): (viv))}

end of first iteration

and we are done !

the shortest paths from v,

... why does this work? ...

* there are no cycles in a dag => even with
negative-weight edges, there are no
negative-weight cycles ...

* topological ordering implies a linear
ordering of the vertices; every path in a dag
is a subsequence of topologically sorted
vertex order; processing vertices in that
order, an edge can’t be relaxed more than
once ...

Bellman-Ford algorithm on DAG

topologically sort the vertices V
(f V= {1, 2, VS such that (nv) €E = f(u) < f(v))

arrange E in lexicographical order of (f{e.a), f{e.B)) O(”_H”)
=)
ea e eb
dls] < 0: als] €5
foreach v € V' — {s} initialization O
do d[v] « =; w[v] « nil
do for each edge (1, v) € £ ) ’
do if d[v]> d[u] + w(u, v) one iteration of O(m)
then d[v] < d[«] + w(u, v) [ relaxation steps ‘
afv] «~u

for each edge g, v £
do if d[v]> o + w(u, v) final steps not
then r¢porfa negative cycle | poeded

Proof of Correctness

o

Let t be an arbitrary vertex. Suffices to
show that we compute d[t] properly.

Let s=sy. 5;. 55, ..., 5;=t be a shortest path to
t. Show by induction that we compute each
d[s,] correctly.

d[s, ;] computed correctly by inductive
hypothesis.

(s;.;. s;) relaxed AFTER d[s; ;] computed.



Review of Dijkstra

(Non-negative Edge Weights)

Problem: Given a directed graph G = (V, E) with
edge-weight function w : £ — R+, and a node s, find
the shortest-path weight &s, v) (and a corresponding
shortest path) from s to each vin V.

Greedy iterative approach

1. maintain a set S of vertices whose shortest-path
distances from s are known.

2. at each step add to S the vertex v € V'— S whose
distance estimate from s is minimal.

3. update distance estimates of vertices adjacent to v.

Dijkstra: Example

e =)

| iniialization |

Q =V, a= EXTRACT-MIN(Q)

Dijkstra’s algorithm

dls] < 0
foreachv € V- {s}
do d[v] - 0 initialization
S«
O o8
while Q =& (Q min-priority queue maintaining /" 5)
do u# < EXTRACT-MIN(())
S« Suiu}
for each v € Adj[u]
}relaxaﬁon
)

steps

do if d|v] > dfu] + w(u, v)
then d[v] « d[u] +w(u, v

(Implicit DECREASE-KEY)

Dijkstra: Example

1st iteration G.a)

[azii Ny 3.a)*
| 2nd iteration | ()




Dijkstra: Example

Srditeration | @)

(10,b)
3!

Dijkstra: Example

(10,b)’

SR o ','
Sth iteration (3.a)

Dijkstra: Example

. . (10.5)°
[_‘J_l_lﬁlcrmion G.a) gy - 1)
: /
©.*)
(0 N
(13.8)"
(5.a)° 4
, 7
G.a)
@ (@) (15.¢)°

(|4V®\2‘
(0,4 ® ! @ (1hy
1




Correctness — Part I

Lemma. Initializing d[s] < 0 and d[v] < o for all
v e V— {s} establishes d[v] = (s, v) forallv € V,
and this invariant is maintained over any sequence
of relaxation steps.

Proof. Recall relaxation step:

it d[v] > dlu] + w(u, v) set d{v] < dlu] +w(u, v)

° dlu] o H’U—

dlv

Correctness — Part IT (continued)
Case 1: y=u

« Since u is the first vertex violating the claimed invariant,
we have d[x] = 8(s. x) at the time x was added to S.

« Just after x was addedto S, we therefore set d/[u] = (s, 1)
» This is a contradiction, since d[«] is never increased by
edge relaxation.

Correctness — Part I1

Theorem. Dijkstra’s algorithm terminates with
d[v]=06(s,v) forallv e V.

Proof.

« It suffices to show that d[v] = 6(s. v) for everyv € V
when v is added to §

* Suppose u is the first vertex added to S for which d[]
> 0(s, 1) . Let y be the first vertex in ' — S along a
shortest path from s to #, and let x be its predecessor:

S, just before
adding .

Correctness — Part II (continued)
Case2:y!=u

» Since u is the first vertex violating the claimed invariant,
we have d[x] = 8(s, x)

« Since subpaths of shortest paths are shortestpaths, it
follows that d[y] was setto 8(s, x) + w(x. ) = 6(s. y) just
after x was addedto .S

» Consequently, we have d[v] = d(s, v) < (s, u) < d[u]

* But, d[y] > d[u] since the algorithm chose u first=>a
contradiction



Analysis of Dijkstra

while O =@
V| do 1 < EXTRACT-MIN(()
. S« S {u}
t Teoree .
s degree(u) I, for each v € Adj[u]
tmes 1 do if d[v] > d[u] + w(u, v)
then d[v] « d[u] + w(u, v)

DECREASE-KEY

Time = O() Tpxrpact-Min T @) Thpcrpase-KEy

Analysis of Dijkstra (continued)

Time = O(n) Tgyrpact-Mn T Q1) Tppcrease-KEY

Q  TextractMin TDrcrease-Kpy — Total

array O(n) O(1) O(n?)
binary O(lgn) O(lgn) O(mlgn)
heap

Fibonacci  O(lgrn) o(l) O(m +nlgn)
heap  amortized amortized worst case
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Lecture 17:

. Heuristics for Faster Graph Search

Today's goals

- Develop heuristics for shortest path searches
Preserve correctness

5 - Improve runtime in practice, not in theory

- Consider special classes of graphs:

- Random graphs
- Planar-weighted graphs

6.006 - Introduction to Algorithms

i

Linear time is too slow...

- Google Maps: ~10" locations, 10" edges
- Dijkstra's would take @(1 minute)
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Part 1: “random” graphs
Every vertex has d random neighbors

- Consider the neighborhood of a vertex s

Number of vertices at distance 1: d
Number at distance 2: ~d?
- ...number at distance k: ~d"
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BFS in random graphs

- G is a random graph (n vertices, degree d)
- Suppose we search for a path from stofin G

- Almost all vertices are at levels ~logn

- Almost all time spent at the last levels
- How can we improve our runtime?

Example of bidirectional BFS

Shortest path from R1 - R2
Subgraph 1 Subgraph 2
L
1]
-y ©
L = Sy N
- 2 e >

Intersection point

Search 1 started lrom Root 1 Search 2 started from Root 2

Order of visitation: 1,2, 3, ...

Bidirectional BFS

Idea: instead of running a BFS from s to ¢, run
BFS from s to f and from ¢ to s simultaneously
- For each level I

- Compute vertices at distance / from s
- Compute vertices at distance i/ from ¢

- Stop when a vertex v has been found from
both s and ¢

- Shortest path from s to t runs through v

Proof of correctness

- If shortest path from s to tis of length 2k, then

middle vertex v,_appears in both level ks

- If shortest path is of length 2k+1, then vertex

V.., appears in s-level k+1 and t-level k

* Is this too easy?



“Analysis” on random graphs

- Bidirectional BFS expands (log_ n) /2 levels,
instead of log_ n

- Explores about +/n vertices
- Graph search in sublinear time!

- Performs well on many non-random graphs

Subtleties in bidirectional Dijkstra

The shortest path from s to t does not
necessarily run through the vertex v...

- It goes from something in S to something in T

Loop over every edge from a vertex x in S to a
vertex yin T
- Find paths with lengths d(s, x) + I(x, y) + d(y, t)

If any of these paths is shorter than the path
through v (d(s, v) + d(v, t)), return it instead

Bidirectional Dijkstra

< Run Dijkstra simultaneously forwards from s

and backwards to ¢

- Keep vertices in two min-heaps:

- First sorted by distance from s
Second sorted by distance to ¢
Pop the smaller of the two minimums

-~ From sheap: add itto aset S
From t heap: add itto T

- Repeat till we add a vertex v to both sets

Part 2: planar-weighted graphs
In a planar-weighted graph, vertices are points
Edge length /(u, v) is the distance from u to v

- We've seen this before:

Location:’ .
291 Firoadwayhew York N 100071514
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Dijkstra on planar-weighted graphs

- In reality: - In an ideal world:

Edge modification preserves paths

- New edge costs: I'(u, v) = I(u, v) - A(u) + A(v)
- Claim: the shortest path from u to vis
preserved by edge modification

- Let(u, v, v, ...v, v)bea path from v to v

- New path length:
Mu, v)+iv, v)+.. +{v,v)
=lu, v)) - AU) + Av,) + (v, v,) - Mv) + A(v)) + .+ (v, V) - Av)) + A(Y)

=[u, v)) + (v, v)+..+lv,v)]=-Au)+ Av)

- New path length = old path length — A(u) + A(v)

Goal-directed search: A*

- |dea: use extra information to guide search

fromstot

- Assign each vertex v a potential A(v)

t should have potential A(t) =0
- Vertices close to t should have low potential

- Try to search toward low potential

Modify edge costs: /'(u, v) = l(u, v) - A(u) + A(v)
~ Run Dijkstra?

Consistent heuristics

Edge modification preserves paths

- We can use Dijkstra if I'(u, v) = 0 for all u, v

- As long as /(u, v) - A(u) + A(v) 20

- How to choose A(u)?

- Suppose graph is planar-weighted
- Use distance to t as potential: A(u) = d(u, f)
Triangle inequality: /(u, v) + d(v, t) 2 d(u, {)
Other graphs — other potentials



Results of A* '_ - Other ideas to speed up search...

- Precompute shortest paths for some pairs...

MRt £ TR I e nTarn

Gt

R L : - “Incremental”: use data from prior searches...
- x e S S Only return approximate shortest paths...
o "= | f M-

A* has been called one of the top ten
algorithms of the last century!
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Introduction to Algorithms: 6.006 Problem Set 5
Massachusetts Institute of Technology April 5, 2012

Problem Set 5

This problem set is due Wednesday, April 18 at 11:59PM.

Solutions should be turned in through the course website. You must enter your solutions
by modifying the solution template (in Python) which is also available on the
course website. The grading for this problem set will be largely automated, so it is
important that you follow the specific directions for answering each question.

For multiple-choice and true/false questions, no explanations are necessary: your grade will
be based only on the correctness of your answer. For all other non-programming questions,
full credit will be given only to correct solutions which are described clearly and concisely.

Programming questions will be graded on a collection of test cases. Your grade will be based
on the number of test cases for which your algorithm outputs a correct answer within time
and space bounds which we will impose for the case. Please do not attempt to trick the
grading software or otherwise circumvent the assigned task.

1. Graph Transformations (15 points)

You are given a directed graph G = (V, F) with positive or negative weights w(7, j) and
no negative cycles. Your job is to find a transformation from weights w(i, 7) to new
weights w'(7, j) that eliminates the negative edges but does not change the sequence of
vertices for each shortest path between any two vertices. Call such a transformation
“oood” if all shortest path vertex sequences in the graph with weights w’ are the same
as the shortest path vertex sequences in the graph with weights w.

For each part below, answer whether the transformation is good. That is, answer True

if the transformation is good, and False if it is not good.

(a) Replace each weight with its square so that w'(i,7) = w?(i, ).

(b) Add a large constant C' to each edge weight, so that the weights w'(z, 7) = w(i, j) +
' all become nonnegative.

(¢) Suppose it is possible to find a value d(v) assigned to each vertex v of the graph such
that w(7, j)+d(i)—d(j) > 0 for each edge (i, 7). Take w'(i, j) = w(i, j)+d(i)—d(j).

't is possible to compute such d values by using a variant of the Bellman-Ford algorithm: Make a new
source vertex s, connect s to every vertex by a weight-0 edge, run Bellman-Ford starting from g, and let d(v)
be the length of the shortest path from s to v,



S

Problem Set 5

2. Topological Sort (25 points)

Consider the DFS code for directed graphs from CLRS. (This code iterates through all
vertices in the graph, and runs DFS starting from this vertex if the vertex has not yet
been visited in a prior search.) One can use this DF'S to obtaining a topological sort
of a directed acyclic graph (DAG) G. (In a topological sort, your goal is to obtain an
ordering of the vertices such that all directed edges go from a vertex to a vertex later
in the ordering.)

For each of the below proposals, answer True or False to the following: Running the
algorithm on a DAG necessarily produces a topological sorting.

(a) Run the DFS code from CLRS and order the vertices in increasing order of their
start time.

(b) Run the DFS code from CLRS, where we start DFS only from sources (vertices
with no incoming edges) and sort in increasing order of the start time.

(¢) Run the DFS code from CLRS on the reverse of the graph (where we reverse the
direction of all directed edges), and where we start DFS only from sources of the
reversed graph (vertices with no incoming edges), and sort in decreasing order of
the start time.

(d) Run the DFS code from CLRS, and order vertices in decreasing order of their
finishing time.

(e) Run the DFS code from CLRS on the reverse of the graph, and order vertices in
increasing order of their finishing time.



Problem Set 5 3

3. Making Unlimited Money (40 points)

You decide to use your MIT education play the stock market. Being an ambitious 6.006
student, you desire not just to make large amounts of money, but to make unlimited
money through a sequence of financial transactions. We will model this problem by a
walk on a directed graph, where each node represents a state of the stock market. If
there is a directed edge (i, 7) in the graph, then it is possible, by making some financial
decision, to move from state i to state j.

Each edge (7,7) has an associated nonnegative real number value, denoted wrlts 1)
representing the multiplicative change in your total cash assets as you move from i to
j. (If you have d dollars at state i and take the edge (i, ), you will have d - m(i, 5)
dollars in state j. Thus, a m value greater than 1 denotes an increase in money, while
a value less than 1 denotes a decrease in money:.)

Your goal is to design an efficient algorithm to determine if it is possible, starting with
1 dollar and beginning from a start vertex s, to obtain arbitrarily large amounts of
money by making a series of financial transactions. At no intermediate step is your
cash balance allowed to be below some threshold b (with b > 0), since if you do so your
broker will not allow you to play the market further.

Formally, your task is to determine (yes/no) whether the graph has the following
property:

For any positive integer N, there is a sequence of steps beginning from s with 1 dollar
such that you have at least N dollars at the end of the sequence and at no point in the
sequence did your balance become less than b.

Design an cfficient algorithm for this problem, argue its correctness, and explicitly
state its asymptotic running time in terms of |V| (the number of states in the graph)
and/or |£] (the number of edges).




Problem Set 5

4. Shortest paths on expanders, in sub-linear time (30 points)

Suppose we construct an undirected graph in the following way: Fix some small even

d

value d, and for each of the n vertices, choose § random neighbors and create those
edges. Such a graph is an example of an expander graph, with expansion d. For
a graph like this, the number of nodes within distance & of a node is roughly d*, for

k< ;‘fﬁ&’(}) (i.e. when the square of the neighborhood size, d**, is less than the number

of nodes, n). For example, for an expander with expansion factor d = 10 and n = 10!,
a node will have about 10 neighbors, 100 nodes within distance 2, and 10 billion nodes
within distance 10.

We've seen how to use breadth-first search starting from s to find the shortest path
from s to ¢ on an undirected (unweighted) graph. But in the special case of expanders,
one can actually do much better than O(F) = ©(nd) in the average case. Your job will
be to design and code a function find_distance(graph,s,t) which quickly returns
the shortest path from s to ¢ on an expander, or None if there is no path (though this
is extremely unlikely to happen if d > 1).

Your code should pass the following test case (where d = 2):

graph = {1: [4, 5],

[3, &, By 8],
[2, 6],

[1, 2, 5, 6],
i - R
[2, 3, 4]}

Dy G W N

find_distance(graph, 1, 1) ==
find_distance(graph, 1, 2) ==
find_distance(graph, 1, 3) ==
find_distance(graph, 3, 4) ==
find_distance(graph, 4, 5) ==

5

find_distance(graph, 5, 6) ==

N = N WMo
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3 Theoretical Results

We model our network as a directed graph G(V, E), where V' is the set of nodes and E the set of
directed edges. We refer to a link (7, j) as the pair of edges (7, j) and (7,7). We associate two values
with every edge (¢, j) € V': a positive weight w(i, j) and a nonnegative (bandwidth) capacity b(i, j).
Let S CV, D CV be source and destination subsets of V', such that Vi € S, we associate B; > 0

as the bandwidth needed by source i.

Define a multipoint connectivity structure (MCS) o(V', E') as a connected subgraph of G(V, E)
containing at least the nodes S U D and having at least one path from each node s € S to every
node d € D. The bandwidth and weights associated with an edge in ¢ are those associated with

the original edges of G.

Let S(i,7) C S be the subset of sources contributing flow to edge (i,7). Then:

Definition 1 An edge (i,7) is said to be underloaded if:
i) > Y B, (1)

peS(i,jg)

otherwise, the link is said to be overloaded.

A link is underloaded if both edges comprising it are underloaded. An MCS is called feasible if

all its edges are underloaded. The weight or cost of an MCS is the sum the weights of its edges.
In this paper we focus on searching and investigating low cost, feasible, MCSs.
3.1 The bidirectional connection

The simplest multipoint-to-multipoint (mtp-mtp) connection that one may conceive is a bidirec-

tional unicast connection. In this case, S = D = {s,d}. If we allow the paths p(s,d) and p(d, s) to



be distinct, the problem of finding a minimum cost feasible connectivity structure can be reduced to
computing two single source shortest-path problems with bandwidth constraint ([Wang95]). More

formally:

Algorithml:

—

. Create the subgraph G'(V', E') by pruning off edges (i,7) € V such that b(i,j) < Bs,.
2. Compute a shortest path m(s,d), between the source s and destination d.

3. Decrease the bandwidth of every edge (i,4) € m(s,d) by B,.

4. Create the subgraph G"(V", E") by pruning off edges (i,5) € V' such that b(i, j) < By.
5. Compute a shortest path m(d, s), between the source d and destination s.

6. Construct an MCS the includes all the nodes and edges comprising both m(d, s) and m(s,d).
Theorem 1 Algorithm! finds a feasible minimum cost MCS for S = D = {s,d}.

Proof of Theorem 1 If the MCS is formed by two disjoint paths, the Theorem follows by applying
[Wang95]’s result for each “half” connection, as if they were separate problems. So, let’s assume
that minimum paths m(s,d) and m(d, s) share some edges(s). However, the underload condition of
the edge guarantees that the referred edge will be present in the second shortest-path computation,

which will find the second minimum path m(d, s).

Let us require now that the MCS be a single bidirectional path connecting (s,d). To proceed,

we need the following simple definitions:

Definition 2 The length d°(s,d) of a path p(s,d) under cost function c is defined as:

r . .
2 (i,5)ep(s.d) €6 7)

if V(i,7) € p(s,d), b(i,j) > Bs and b(j.7) > By
dg(s,d) = ¢

otherwise



i.e. the path length is the sum of its link lengths if its edge components are all underloaded.

Otherwise, the path length is assumed to be cc.

Definition 3 The shortest path between (s,d) with respect to the cost function c is:

5°(s,d) = mind‘(s,d
5(s,d) ;1&1}131( (s.d)

where P is the set of all paths p(s,d).

We now propose a Dijkstra type of algorithm to solve the single bidirectional path min-cost

problem. The pseudo-code follows:

3.1.1 BD-Dijkstra Pseudo-code é\

BD-DIJKSTRA G(V,E)

BD-Initialize(G,s); é/ gqm
S{hQeVIGE  ~gqpp

while Q # 0 do ot
u= BD-Extract-Min(Q, d);
S+ Suu}l;
For each vertex v € Adj[u] do

BD-Relax(B;, Ba,w, v, b(u,v), b(v,u), c(u,v));
n

o (o \

+ (fan@ert

BD-Initialize(G,s)
For each vertex v € V|G|

Do d[v] + oo; w[v] = NIL ;
d[s] + 0;

(
Z[(w‘rqu :

BD-Extract-Min(Q,d)

i 005 U J\r.‘l.N-; f
’ *J g ©
Forie @ do [ ( U\\q’&—
If (d[i] < dmin)
{ dmin +— d[i]; v + #;}
RETURN u;



BD-Relax(B., By, u,v,b(u,v), b(v, u), c(u,v))

If ((B: < b(u,v))and(By < b(v,u)))
fw(,v) = e(u,v);}

else
fu(u, v) = 003}

If (d[v] > d[u] + w(u,v))
d[v] + d[u] + w(u,v);

w(v] + u;

3.1.2 BD-Dijkstra analysis

As usual in Dijkstra type algorithms, S is a set of vertices whose current shortest path is maintained,
and Q is a priority queue with vertices i € V — S with current distance d[i]. Each vertex u has
a pointer m[u] to its previous vertex in the current shortest path, which is initially set to NIL.
BD-Extract-Min fetches the vertex outside S which is closest to the source, and BD-Relax updates
vertices distances to the shortest ones, as is standard in Dijkstra’s algorithm. The twist here is that
BD-Relax tests il there is enough bandwidth on the link before consider it for relaxation. Notice
that this is possible only because at this time, the direction in which the link will be used in the path
is already defined. The reason why this link pruning is not done in advance is precisely because the
direction in which the links could be used for connectivity is not known up until they are inserted
in the path candidate, which is done by BD-Relax. So, BD-Dijkstra uses a cost function w which

is defined during run time only.

We now prove the following theorem:

Theorem 2 BD-Dijkstra algorithm computes 6°(s,d) shortest path as defined above.

Although we can prove the algorithm from scratch, we will rather build our proof on top of the
correctness of the original Dijkstra algorithm [Cormen90]. In the course of the proof, we differentiate

between w and c edge costs. We need the following lemmas:



Lemma 1 BD-Dijkstra is a usual Dijkstra algorithm with respect to the edge cost function w. It

therefore, computes §"(s,d).

Proof of Lemma 1 The proof is based on the fact that each link is accessed by the algorithm only
once', by BD-Relaz, whereby its cost value is determined and remains fized throughout the rest
of the computation. Therefore, after a first run of the algorithm, all edge costs w are determined
(notice that w is non-negative, as required). Thus, one can easily see that the running of a reqular
Dijkstra algorithm on the edge costs just defined by BD-Relax is guaranteed to compute the same
path as the one computed by BD-Dijkstra. From the regular Dijkstra algorithm, this path is the

shortest path in w.

Lemma 2 Throughout the execution of the algorithm, for every vertex v € V, d[v], the current

distance from the source s to vertex v, is non-increasing.
Proof of Lemma 2 The lemma follows from the reqular Dijkstra algorithm.
The last and most important lemma we need for the Theorem proof is:

Lemma 3 During the execution of the algorithm, for every path p(s,u) built by BD-Dijkstra, d[u] =
dy(s,u).

Proof of Lemma 3 A path is buill by sucessively calling BD-Relax, since this is the only place
where w[v] gets assigned. Using the previous lemma, it is easy to see that this assignment occurs
only if, for each edge (i,7) € p, w(i,j) < oo. But then ¥(i,j) € p,w(i,j) = c(i,5). Summing up

over all edges, we obtain dlu] = dj(s,u).

The last lemma dictates that every path computed in w by BD-Dijkstra has identical length in
c. Conversely, it is easy to see that any path with finite length in ¢ has identical length in w. It
remains to be proved that the minimum path computed in w by BD-Dijkstra is identical to the

minimum path in ¢, or 6*(s,d) = 6°(s, d).

If a link could be relaxed more than once, even if in opposite directions, loops could be formed. But we know

Dijkstra algorithm is loop free for non-negative edge costs



Proof of Theorem 2 Suppose that the minimum paths, p,p¥ for the two cost functions are dif-

ferent, thereby with different costs. We have:

(s, d) = ) efi,g) (2)
edge€pg

(s, d) = S (i) (3)
edgecpl

For sake of contradiction, assume:
(s, d) < 6¥(s,d)

By the previous lemma, however, path pt has a cost given by:

dC

pe(8,d) = (s, d)

= Y wii,j)
edge€ps

< 0¥(s,d) (4)

But this implies that there is a path, pS, with lower cost in w than 8" (s,d), which contradicts

lemma 1.

The complexity of BD-Dijkstra algorithm is identical to the regular Dijkstra algorithmn, and is
O(Nlog N), where N is the number of vertices. However, it is worth noticing that the original
Dijkstra algorithm outputs shortest paths from a source to all other network vertices, or a Shortest
Path Tree, while BD-Dijkstra solves a single shortest path only. This is essentially due to the fact
that the optimality principle may be violated in this problem. This principle basically states that

subpaths of shortest paths are themselves shortest paths. More precisely, we can prove that:

Lemma 4 In the bidirectional shortest path problem, subpaths of shortest paths are not necessarily

shortest paths.

10



Proof of Lemma 4 Let m(i,j) be the shortest path between vertices i and j, with respective
bandwidth requirements B;, B;. Moreover, let k be an intermediate vertex on this shortest path,
k € m(i,j), with bandwith requirement By > Bj. Let there be a link (r,q) on the subpath p(i, k) of
the shortest path m(i,j) such that its edge bandwidth b(q,r) is By > b(q,r) > B;. Then, it is easy

to see that path p(i, k) is not even a feasible path connecting i and k.

It is easy to see, therefore, that an all shortest bidirectional path with bandwidth constraints

has O(M*®N log N) complexity, where M = |S U D|? .

3.2 Multicast Tree Problems

We now focus our attention to larger S and D sets. We are interested on a particular Multipoint

Connectivity Structure (MCS), called multicast tree, which we now define:

Definition 4 A multicast tree (mtree) MT(E',V') is an acyclic MCS o(E',V'),E' CE,V'CV

providing connectivity to every m € SU D.

One can easily see that an mtree is a Direct Acyclic Graph (DAG). Mtrees inherit the same
feasibility definition as for any MCS. Regarding the construction of feasible mtrees, we may devise

two problems:

Problem 1 Construct a feasible mtree.

Problem 2 Construct a feasible mtree of minimum cost.

Generic minimum cost tree problems are known as Steiner Tree problems. Steiner Tree problems
are known to be NP-Complete. Problems of such nature with additional constraints are called con-

strained Steiner Tree problems. Our approach, therefore, is to provide polynomial time algorithms,

*We can prove that an all shortest bidirectional path with bandwidth constraints has O(M?N log N) complexity
by using the known fact that a single shortest path has O(N log N) complexity plus lemma 4. A worst case analysis

leads to the desired claim

11
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D:Wsers\MichaeNDocuments\MIT Junion6.006\ps5-solution.py Saturday, April 21, 2012 9:03 PM

import collections

1

T |
ronry el

collaborators = '

# Enter true or false for each part of problem 1.

answer for problem 1 part_a = False
# An edge of weight -2 becomes weight 4, while an edge of weight 1 becomes weight 1.

answer for problem 1 part b = False
# Paths may be different lengths

answer_for problem 1 part_c = True
# The weight of a path from s to t is simply changed additively by d(s) - d{t)
# Enter true or false for each part of problem 2.

answer_ for problem 2 part_a = False
# If a non-source is chosen initially, its parents will come later

answer_for problem 2 part_b = False
# Consider the graph (1, 2), (3, 2).

answer for problem 2 part c = False
# This is equivalent to b

answer_ for problem 2 part d = True

# See CLRS

answer_ for problem 2 part e = True

# This is equivalent to d

# Enter your answer to problem 3 here.
answer_ for problem 3 = '''

-



D:\Users\Michael\Documents\MIT Junion\6.006\ps5-solution.py Saturday, April 21, 2012 9:03 PM

def find distance(graph, s, t):
if s == t: return 0
slist, tlist = [s], [t]
visited_s, visited_t = set(slist), set(tlist)
i=10

def extend level (oldlist, visited, other visited, i):
i+=1
newlist = []
for o0ld in oldlist:
for new in graph[old]:
if new not in wvisited:
if new in other visited: return (None, None, i)
visited.add (new)
newlist.append (new)
return (newlist, visited, i)

while slist and tlist:
(slist, visited s, i) = extend level(slist, visited s, wvisited t, i)
if not visited s: return i
(tlist, visited_t, i) = extend level(tlist, visited t, visited s, i)
if not visited t: return i

return None

5
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6.006- Introduction to
Algorithms

v

Lecture 18
Prof. Constantinos Daskalakis
CLRS 15

Fibonacci Numbers

* Fibonacci sequence:
- F0=0 B F]=1
=1 n=Fn-l+Fn-2

s So F=0, F;=1, F,=1, F;=2, F,=3, F;=5, F,=8, F,=13,...

® Interesting fact: F,/F,_,— ¢ (the golden ratio)

= This is why if something looks beautiful in nature,
chances are that it involves two consecutive Fibonacci
numbers...

Menu

« New technique: Dynamic Programming
= Computing Fibonacci numbers — Warmup
= “Definition” of DP
= Crazy Eights Puzzle

Clockwise Spirals: 34 Counter-clockwise Spirals: 55

34 and 55 are consecutive numbers in Fibonacci sequence...

4/21/2012



Fibonacci Numbers

* Fibonacci sequence:
» F=0, F,=1
. Frr=F11-1+Frj-2

» So Fy=0, F,=1, F,=1, F;=2, F,=3, Fs=5, F=8, F;=13,...

= Interesting fact: F,/F, ,— ¢ (the golden ratio)
 How fast does F, grow ?
» F=F,+F,,>2F,, =F=200
» How quickly can we compute F,?
(time measured in arithmetic operations)

FM=F +Fn-2

n-1
* Algorithm II: memoization
memo = { }
fibo(7):
if i in memo: return memoli]
else if i=0: return 0
else if i=1: return 1 5
else:
£= fibo(i-1) + fibo(i-2)

- in the whole recursive execution, |
will only go beyond this point, n times

memol[i]=f (since every time I do this, I fill
return f in another slot in memof] )
return ﬁbo(n) - hence, all other calls to fibo( ) act as
. Tlme‘7 O(n) reading an entry of an array

4/21/2012

Fnan-1+Fn—2

* Algorithm I: recursion
naive_fibo(n):
if n=0: return 0
else if n=1: return 1
else:
return naive_fibo(n-1) + naive_fibo(n-2)

* Time ? T(n)=T(n-1)+T(n-2) = O(F,)
» Better algorithm ?

Dynamic Programming Definition

e DP = Recursion + Memoization

* DP works when:

= the solution can be produced by combining solutions of
subproblems; F=F +F,,

® the solution of each subproblem can be produced by
combining solutions of sub-subproblems, etc;

MOTEOVEr. ... I N W A

= the total number of subproblems arising recursively is

polynomial. Bys Fosia

n



Dynamic Programming Definition

* DP = Recursion + Memoization
. DP Works when

ol _0 tlmal substructure

“/ moreover.... F,,, b +F.n -

&)

Overlapping Subproblems

dlstmct subproblems (repeated many tlmes)

A recurswe solution contains a “‘small” number of

B ,F

J

Crazy 8s via graph search

» Longest trick starting at c[1]?

+ Idea: BFS was good for shortest paths in unweighted graphs. Let’s
try it for finding a longest path in the graph of matching cards.

* Do IIBFS starting at c[l], compute BFS tree, and look at deepest
leve

cards matching c[1]
and are after c[1]
* Worst case BFS tree size?

* eg T2 10V 7228 5& 78 28 5&]0V 7d 2& 5& 74 28 S5S&,
+ size =27

Crazy 8s

Input: a sequence of cards c[0]...c[n-1].
E.g., 7% 7% K& K& 8¥
Goal: find the longest “trick subsequence” c[i}]...c[#],
where i} <i, <...<i.
For it to be a trick subsequence, it must be that:
V j, c[i] and c[i;1,] “match” i.e.
= they either have the same rank,
= or the same suit
= or one of them is an 8
= in this case, we write: c[i] ~ c[i;,;]

E.g., 7% K& Ka 8¥ is the longest such subsequence
in the above example

DP Approach

Identify subproblem:

Let trick(?) be the length of the longest trick
subsequence that starts at card c[/]

Question: How can I relate value of trick(7) to the
values of trick(i+1),...,trick(n)?

Recursive formula:
tI‘iCk(f) = I maxj>r‘, c[/] matches c[i] tI’iCk(]')
Maximum trick length:
max; trick(i)

4/21/2012



Implementations
Recursive
* memo={ }
* trick(?):

= if i in memo: return memo(/]
= else if /=n-1: return 1
= glse
3 f:: 1+maxj>,.‘ c[/] matches c[/] t[‘iCk(j)
* memo[i] :=f
* return [
« call trick(0), trick(1),...,trick(n-1)
* return maximum value in memo

Dynamic Programming

* DP = Recursion + Memoization
« DP works when

9 - ptxmal substructure

toa problem can be obtame b

: j:'_;olutlons to subproblems.

| mick() = 1+ M o1 machesetn tnck(n 1

<)

lllOI'ED\ er..

@C

Overlappmg Subproblems

dlstmct subproblems (repeated many tlmes)
: S | trick(0), trick(1),...

, trick(n-1 )

Implementations (cont.)

Iterative

memo = { }
for i=n-1 downto 0

memo[z] I+max ‘>t c[j] matchesc[i] memo[]]
return maximum value in memo

Runtime: O(n?)

Menu

* New technique: Dynamic Programming
= Computing Fibonacci numbers — Warmup
= “Definition” of DP
» Crazy Eights Puzzle
= Next Time: all-pairs shortest paths

4/21/2012



All-pairs shortest paths

* Input: Directed graph G = (V, E), where |V | = n,
with edge-weight functionw: E—R.

* Output: »n x n matrix of shortest-path lengths (i, j)
foralli,j € V.

Assumption: No negative-weight cycles

Proof of Claim

k¥

drj(M) = mink{djk(m—]) + akj }

fork—1ton
if dy; > dy + ay
dyj+—dy + ay

“Relaxation” (recall Bellman-Ford lecture)

Dynamic Programming Approach

* Consider the n x n matrix 4 = (a;), where:

= a,=w(i)), if (i, /) € E, 0, if i=j, and +o0, otherwise.
* and define:

= d,(m= weight of a shortest path from 7 to  that

uses at most m edges
* Want: d; )

Claim: We have
d,@=0,ifi=7, and +oo, if i # J;
and form=1,2, ..., n-1,
d, = min,{d,"" +a }.

Dynamic Programming Approach
* Consider the n x n matrix 4 = (a;), where:

= a,~w(i,j), if (i, /) € E, 0, if i}, and +oo, otherwise.
+ and define:

= d,m= weight of a shortest path from 7 to j that

uses at most m edges

* Want: d,f""' )
Claim: We have

d;©=0,ifi=j, and +o, if i  J;
and form=1,2, ..., n-1,

d, = min,{d, ™" +a; }.

Time to compute d, -2 O(n*) - similar to n runs of Bellman-Ford

Something less extravagant? Next Lecture

4/21/2012



Inventor of Fibonacci Sequence?

[s it Fibonacci?

where Fibonacci: Italian Mathematician (117
1250)

A: No. Fibonacei just introduced it to Europe. |

Sequence was known to Indian
Mathematicians since the 6 century.

So is it some Indian mathematician?

That’s more of a philosophical question,

Same as question: Who invented the prime
numbers some Greek, Egyptian or Babylonian?
After all, these numbers play a role in natural
systems that existed before humans...

4/21/2012
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