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Massachvsetts Institvte of Technology
Department of Electrical Engineering and Computer Science
6.034 Recitation, Thursday, November 10

SVMs & Boosting Prof. Bob Berwick, 32D-728

Part 1. SVMs: the Basic Ideas

Another method for classifying unseen data that avoids over-fitting. We train a system on a set
of known (x, y) points, with known output + or —, then give it an unknown sample (as with
neural nets, or k-Nearest Neighbors, or ID-trees...)

We are trying to find the decision boundary that maximizes the “margin” m or the “width of
the street” separating the positive from the negative training data points (the “positive gutter”
plus the “negative gutter”). Referring to Winston’s notes, the equation for the width of the
margin (aka the “street” or “road”) is:

m=-— where || =3, w (ic., thelength of W)

2
]
Thus to maximize the street width, we must minimize ||w|, subject to the constraint that the

decision boundary classifies the training points correctly as either positive or negative, i.e.:

v, (weX, +b) 21
The resulting Lagrange multiplier equation L that will solve this optimization problem is the
following:

Solving the optimization problem above, we take partials with respect to b and then w (as

shown below) to solve for w, b, and the values of alpha, «;, parameters that determine a

unique maximal margin (road/street) boundary line solution. On this maximum margin

“street” the positive and negative data points that are on the road, with nonzero alpha values,

are called support vectors. The decision boundary lies in the middle of the road. The

definition of the road depends only on the support vectors so changing (adding or deleting)
non-support vector points will not change the solution. (Note that in higher dimensions, we
want the widest region separated by two planes, hyperplanes, etc.) That is, support vectors
have weights o associated with them = amount of influence on the surrounding region =

Langrangian multipliers found from the optimization problem. If a training data point receives

a weight o; of zero, this means that the data point does not affect the location of the decision

boundary or the ‘street’.

—  The closer the support vectors of the opposite classes, the narrower the street, and the
greater the weights (the alphas) for the corresponding support vectors. The support
vectors have to supply more ‘pressure’ to push the margin tighter.

—  The farther apart the support vectors of the opposite classes, the wider the street, and the
smaller the alphas for the corresponding support vectors. The wider street needs less
pressure on the supports to hold it in place.

The kernel trick.

Note that the equation L will in fact only require us to be able to compute the “dot product” of
w and x. This amounts to being able to compute the “distance” between w and x. In ordinary
Euclidean space, with an ordinary metric, this just is the dot product as written. However, we
can always map the system to a different dimension (either higher or lower, but typically
higher because this “separates” the data better), via a transform that is called ¢. We will give
examples below. The beautiful part is, we do not need to compute this mapping explicitly.
We need only know what the corresponding dot product (= distance measure) is in the new
space, which is called the kernel function, K. (So in a usual, normal, untransformed

1



Euclidean space, we have a linear Kernel function.) That is, for any two vectors u, v, we have

that K(u, v) = d(u) d(v).

Solving for the Lagrange multiplier alphas in general requires numerical optimization methods
beyond the scope of this course. In practice, one uses quadratic programming methods. On
quizzes, we generally just ask you to solve for the values using algebra and/or geometry.



1. Useful equations for solving SVM questions, followed by an explicit example.

A. Equations derived from optimizing the Lagrangian:

1. Partial of the Lagrangian L wrt to b, i.e., g—g =0

21 oy, =0 Note that y, € {~1,+1} and ¢, = 0 for non-suport vectors

Important: The SUM of all the alphas (support vector weights) with their signs should
add to 0 !!!!

2. Partial of the Lagrangian L wrt w, i.e., s—L =0
W

There are 2 cases.
Case 1. When using a linear kernel: positive terms of the sum involve support vectors.
Support vectors are training data points with alphas > 0

Z,-aiyj ﬁi =w

Case 2. The general case, where we have kernels that define the ‘distance’ between pts
differently.

z,-aiyiqb(}i): W
B. Equations derived from the +/— boundaries and the constraints:

3. The decision boundary (used to classify a new data point as either + or -):

Case 1. When using a linear kernel, K(X,,X)= XX

h(®)= Y, [(ay;-%)-¥1+b20 or h(¥)=w-X+b20

Case 2. When using a general kernel function. We compute the kernel function
K(X,,X)= XX against each of the support vectors x,. Support vectors are training data
points with a; > 0.

h(x)= Eiaiy,.K(i,.,)?)+b >0

4. The positive gutter:
Case 1. When using a linear Kernel:

h()=Y [(@y,-X)-X]+b=1 or h(¥)=w-i+b=1
Case 2. When using a general kernel:
hE)=Y, oy, K(%,X)+b=1

5. The negative gutter:
h(Jr')=zr_[(af.yf-ij)-i]+b=—l or h(X)=w-X+b=-1; h(fc)=zia,y,.K(f,.,i’)+b:—1

6. The width of the margin (or “street” or “road”):

m :ﬁ where [|[w]= Z w’ (i.e., the length of w)
w !

if just the two support vector case:

2 (xX,—Xx)
m=y— X, =X
[



(The last equation is useful in the 1-D or 2-D case where the width of the margin can be
visually determined.)

As noted above, one common SVM kernel is just the linear one, where the kernel K(u, v) is
just the ordinary dot product of «# and v. This is often used in document classification, with
binary-valued feature vectors, and we output a +1 if the document is one class, and —1 if in
another. Before looking at other kernels, let’s first try an SVM problem where we have to
arrive at the SVM solution visually (from the 2010 exam). Let’s take a look, on your other
handout,.

Let’s first determine by eye where the boundary line goes. (Surprise — this has already been
done for you.) What about the width of the margin m, i.e., the width of the ‘street’? What is
that width?

OK, the next part of the problem will ask us to find the actual equation of the SVM decision
boundary. We can do this by inspection in such cases, in two steps.

Step 1. Find a (preliminary) decision boundary line, by visual inspection.

1. The decision boundary is on the line: y= x-2.

2. We have a positive support vector at the point (5, 1), with the associated line equation, y=
x4

3. We have a negative support vector at the point (3, 3) with the associated line equation, y=x

Step 2. We manipulate the boundary line equation to get it into the canonical form,
h(x)=wix + wyyt+h =0

1. y<x-2 (Why? Because positive points + are below the line.)

2.x-y-220

From this it seems like we can “read off” the ‘solution’ directly of: w;=+1; w,=—1; b=-2.
But is this correct? If we plug in these values for w into our equation for the road/street width
mwe get:

2 2

_i wil = 2= e = =5
m_]lﬁ’” where [ \JZ-'W‘ _Jzitvf Jivl 2

Oops! This is not what the result for what the width is supposed to be — it is too small (by
half). The street width, m, from visual inspection is 2v2. The margin must be wider!

Step 3. So, one must realize that any multiple ¢ of the boundary equation is still the same
decision boundary. So, the general equation form below gives us the decision boundary,
where we must now solve for ¢ by using the other constraints of the problem (namely, the
known street width):

{cx—cy—ZcZ 0}
If we plug these values into the computation for the street/road width m, we get the following
equation, because we can set it equal to the known street width 22

o) 2
= =22
J©) +(=c)* 2

4

=8
2¢”
. 8
e
..
==
4
1
c=—
2



Now we can read off the proper values for the w vector from the general equation:
cx—cy=2cz0

1 1
—x-—y=-120
2 2

The next page of the problem asks us to compute the alpha (o) values for each of the training
points. Recall that we can do this by using Equation (2), Case 1 above (since we are using a

linear kernel):
D, OE =W

But before plunging ahead, what is it we already know about the alpha values associated
with NON-SUPPORT VECTORS? Answer: their alphas are 0. That is, for non-support
vectors (all the points EXCEPT for the two we used) we already know that their alpha
values are 0.

As for the precisely two other data points, to find their associated a3 and a4 values we merely
have to plug in values for (3, 3), which has an associated output of —1 (this becomes the ‘)’
value in the equation above — don’t get confused by the problem’s notation), and for (5, 1),
which has an associated output value of +1:

S ayF = = 50 a3(—1)[ 3 }+a,,(+1)[ ? }:[ _‘1’/22 ]

3o, +50,=1/2
3o, o, ==1/2
do,=1, a0, =1/4; =30,=-3/4; a;=1/4

Now, to cement our understanding of what the support vectors mean, the question goes on to
ask what the alpha values would be for some new points. First, what about a new data point
(0, 6) classified as negative? The answer is that the alpha would be 0, because it cannot be a
support vector — it lies behind the negative gutter line and so has no impact on the decision
boundary. So what about a new data point (0, 0) also classified as negative?

More generally, we can consider what happens when we move one of the support vectors, as
the last question does. What happens to its corresponding alpha value? (If it is still a support
vector!). The general rule is that alpha will change inversely with the road width m. Since
moving the support vector from (3, 3) to (4, 2) decreases m, it will increase the alpha
associated with the support vector. You can think of this intuitively as the vector having
to ‘push’ harder on the gutter line to force it in.

3. Other spaces, other kernels

OK, now the other big win with SVMs has to do with the ease with which you can transform
from one space to another, where the data may be more easily separable. The remaining
questions all ask you about that, for different kinds of kernels (= different ways to compute
inner products, or ‘distance’, aka, ‘similarity’ of two points). That is, we need to define K(u,v)
= @(u)-9(v), the dot product in the transformed space. (You should try these out in Winston’s
demo program to see how the decision boundaries change.)

The basic kernels we consider are these:

1. Single linear kernel. These are just straight lines in the plane (or in higher
dimensions). You should remember what perceptrons can and cannot ‘separate’ via
cuts, and this tells you what linear kernels can do. (But see below under linear
combination of kernels!!!)

5



K@,v)=-v)+b, eg., K(u,v)=(i-v) (ordinary dot product)

2. Polynomial kernel.
Ku,vy=W-v+b)', n>1
eg., Quadratic kernel: K (ii,V) = (ii -V + b)’

In 2-D the resulting decision boundary can look parabolic, linear, or hyperbolic depending on
which terms in the expansion dominate.

3. Radial basis function (RBF) or Gaussian kernel.

K(ﬁ,ﬁ)z—cxp(—"uz_—:J
g

In 2-D, the decision boundaries for RBFs resemble contour circles around clusters of positive
and negative points Support vectors are generally positive or negative points that are closest
to the opposing cluster. The contour space that results is drawn from the sum of support
vector Gaussians. Try the demo to see.

When the variance or spread of the Gaussian curve ¢° (‘sigma-squared’) is large, you get
‘wider’ or “flatter’ Gaussians. When it is small, you get sharper Gaussians. Hence, when using
a small sigma-squared, the contour density will appear closer, or tighter, around the support
vector points. In 2-D, as a point gets closer to a support vector, it will approach exp(0)=1, and
as it gets farther away, it approaches exp(—infinity)= 0.

Note that you can combine several radial basis function kernels to get a perfect fit around any
set of data points, but this will usually amount to a typical case of over-fitting — there are 2
free parameters for every RBF kernel function.

4. Sigmoidal (tanh) kernel. This allows for a combination of linear decision boundaries,
like neural nets.
K (1,v) = tanh(kii - v+ b)
ki v+b
+1
K@, v)="2
e

ki-v+b 1
The properties of this kernel function: it is similar to the sigmoid function; it ranges from -1 to
+1; it approaches +1 when x >> 0; and it approaches —1 when x << 0. The resulting decision

boundaries are logical combinations of linear boundaries, not that different from second-layer
neurons in neural nets.

5. Linear combinations of kernels (scaling or general linear combination).
Kemnel functions are closed under addition and scaling by a positive factor.

Let’s practice on one more sample problem. There are also 2 appendices at the end of this
handout for folks that are hard-core, one working out the math, the second, solving the XOR
problem using SVMs, by using a polynomial kernel function.



Part 11. Boosting and the Adaboost algorithm
0. The idea behind boosting is to find a weighted combination of s “weak” classifiers
(classifiers that underfit the data and still make mistakes, though as we will see they make
mistakes on less than ' the data), 4, h,...,h,, into a single strong classifer, H(x). This will be
in the form:

H(x)=sign(oh (x)+a,h, (X)+---+a,h (X)

B @y= s ( > ah, (}))

where: H(X) € {=1,+1},h,(xX) e{=1,+1}
Recall that the sign function simply returns +1 if weighted sum is positive, and —1 if the
weighted sum is negative (i.e., it classifies the data point as + or —).
Each training data point is weighted. These weights are denoted w; for i=1, ..., n. Weights are
like probabilities, from the interval (0, 1], with their sum equal to 1. BUT weights are never

0. This implies that all data points have some vote on what the classification shuld be, at all
times. (You might contrast that with SVMs.)

The general idea will be to pick a single ‘best’ classifier /s (one that has the lowest error rate
when acting all alone), as an initial ‘stump’ to use. Then, we will boost the weights of the
data points that this classifier mis-classifies (makes mistakes on), so as to focus on the next
classifier 4 that does best on the re-weighted data points. This will have the effect of trying to
fix up the errors that the first classifier made. Then, using this next classifier, we repeat to see
if we can now do better than in the first round, and so on. In computational practice, we use
the same sort of entropy-lowering function we used with 1D/classifier trees: the one to pick is -
the one that lowers entropy the most. But usually we will give you a set of classifiers that is
easier to ‘see’, or will specify the order.

In Boosting we always pick these initial ‘stump’ classifiers so that the error rate is strictly < V2.
Note that if a stump gives an error rate greater than 'z, this can always be ‘flipped’ by
reversing the + and — classification outputs. (If the stump said —, we make it +, and vice-versa.)
Classifiers with error exactly equal to ¥ are useless because they are no better than flipping a
fair coin.

1. Here are the definitions we will use.

Errors:

The error rate of a classifier s, £, is simply the sum of all the weights of the training points
classifier A, gets wrong.

(1-E%) is 1 minus this sum, the sum of all the weights of the training points classifier 4, gets
correct.

By assumption, we have that:

ES<Y% and (1- £) > %, so E* < (1- E°), which implies that (1—- E°)/E* > 1

Weights:
a, is defined to be % In[(1- E°)/ E%)], so from the definition of weights, the quantity inside the
In term is > 1, so all alphas must be positive numbers.

Let’s write out the Adaboost algorithm and then run through a few iterations of an example
problem.



2. Adaboost algorithm
Input: training data, (X,,y,).....(X .y,)

1. Initialize data point weights.

1
Set w' =— Vie(l,....n)

n

2. Iterate over all ‘stumps’: fors=1, ..., T

a. Train base leamner using distribution w' on training data.
Get a base (stump) classifier A (x) that achieves the lowest error rate E* .
(In examples, these are picked from pre-defined stumps.)

b. Compute the stump weight: o = %In“;f{i)
c. Update weights (3 ways to do this; we pick Winston’s method)
For points that the classifier gets correct, w'"' = [l l IES ]w,:‘

(Note from above that 1— E*> ¥, so the fraction 1/(1— E’) must
be < 2, so the total factor scaling the old weight must

be < 1, i.e., the weight of correctly classified points must go
DOWN in the next round)

S5+l

. . 11
For points that the classifier gets incorrect, w" = [5 - F} w;
(Note from above that E® <4, so the fraction 1/E")
must be > 2, so the total factor scaling the old weight must
be > 1, i.e., the weight of incorrectly classified points must
go UP in the next round)

3. Termination:

If s > T or if H(x) has error 0 on training data or < some error threshold, exit;

If there are no more stumps /# where the weighted error is < Y2, exit (i.e., all stumps
now have error exactly equal to 2)

4. Output final classifier:

H(x)= Sig”(z;;l a,.h,.(i)) [this is just the weighted sum of the original stump classifiers]

Note that test stump classifiers that are never used are ones that make more errors than some

pre-existing test stump. In other words, if the set of mistakes stump X makes is a superset of

errors stump Y makes, then Error(X) > Error(Y) is always true, no matter weight distributions
we use. Therefore, we will always pick Y over X because it makes fewer errors. So X will
never be used!

3. Let’s try a boosting problem from an exam (on the other handout).

4. Food for thought questions.

L.

b

How does the weight o given to classifier /; relate to the performance of /;as a function
of the error £°?

How does the error of the classifier E* affect the new weights on the samples? (How does
it raise or lower them?)

How does AdaBoost end up treating outliers?

Why is not the case that new classifiers “clash” with the old classifiers on the training
data?

Draw a picture of the training error, theoretical bound on the true error, and the typical test

€ITOr curve.

Do we expect the error of new weak classifiers to increase or decrease with the number of

rounds of estimation and re-weighting? Why or why not?
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Answers to these questions:

1. How does the weight of given to classifier /i, relate to the performance of A, as a function
of the error E™?

Answer: The lower the error the better the classifier 4 is on the (weighted) training data, and

the larger the weight o' we give to the classifier output when classifying new examples.

2. How does the error of the classifier £ affect the new weights on the samples? (How does
it raise or lower them?)

Answer: The lower the error, the better the classifier /& classifies the (weighted) training
examples, hence the larger the increase on the weight of the samples that it classifies
incorrectly and similarly the larger the decrease on those that it classifies correctly. More
generally, the smaller the error, the more significant the change in the weights on the samples.
Note that this dependence can be seen indirectly in the AdaBoost algorithm from the weight of
the corresponding classifier o, The lower the error E', the larger a,, the better A, is on the
(weighted) training data.

3. How does AdaBoost end up treating outliers?

Answer: AdaBoost can help us identify outliers since those examples are the hardest to
classify and therefore their weight is likely to keep increasing as we add more weak classifiers.
At the same time, the theoretical bound on the training error implies that as we increase the
number of base/weak classifiers, the final classifier produced by AdaBoost will classify all the
training examples. This means that the outliers will eventually be “correctly” classified from
the standpoint of the training data. Yet, as expected, this might lead to overfitting.

4. Why is not the case that new classifiers “clash” with the old classifiers on the training
data?

Answer: The intuition is that, by varying the weight on the examples, the new weak classifiers
are trained to perform well on different sets of examples than those for which the older weak
classifiers were trained on. A similar intuition is that at the time of classifying new examples,
those classifiers that are not trained to perform well in such examples will cancel each other
out and only those that are well trained for such examples will prevail, so to speak, thus
leading to a weighted majority for the correct label.

5. Draw a picture of the training error, theoretical bound on the true error, and the typical test
eITor curve.
Answer:

1 " expected test error
(based on theoretical bound)

crror

™ T typical test error

training error

T

6. Do we expect the error of new weak classifiers to increase or decrease with the number of
rounds of estimation and re-weighting? Why?

Answer: We expect the error of the weak classifiers to increase in general since they have to

perform well in those examples for which the weak classifiers found earlier did not perform

well. In general, those examples will have a lot of weight yet they will also be the hardest to

classify correctly.



Appendix I. Gory details for SVMs [to be read at vour non-leisure] \0\
Equations
a. Training: maximize width of street by maximizing the equation of support vector weights
(o) and the dot products of the support vectors: Lpya=2Zo, —1/2 ZZ;0604y:y5(X:@ X;)
b. Classification: assigns unknown point u to either one of 2 classes: + or — class:
weu +b >0 then +

weu + b < ( then — b= —d
o.w., ?7? so assume — we[xy] =d
© we[x'y']>d
[x"y"] we[x"y"] <d
c. Support vector constraints: wex,+b =1; wex +b =-1 or yjwex;+b)=1 wherey=

+] or -1
d. w=Zayx; is a function of weights on the support vectors, which are 0 for non-support
vectors (Thus non-support vectors contribute nothing to where the decision boundary

goes.)
€. 2Za;yi=0 (The constraints that must be obeyed to correctly classify the training points.)

Now let’s do the math to see where this all comes from

0. The two gutter lines are: w-X, +b=+1; w-x, +b=-1
1. From Winston’s picture, the street width is found as:
w-(X,—X,)=2

w 2
e b e M B
1] ]

2. To maximize this, we minimize "w”, which is the same as minimizing %2 ”W” (Why this?
We will be taking the derivative in just a bit, and the derivative of this is just w.)
3. So we want to:
—|12 —
A. minimize 2 W] st y,(w-X, +b)—1=0
4. To do the minimization, we use a Lagrangian formulation, to add a penalty function in
order to ensure that the constraints on correctly classifying the training points are obeyed:

B. minimize L where L='/2||V_V"2 = Zai[y,.(ﬁ' X +i)~1]
i=]
(See last page for cheat sheet on how Lagrange multipliers work.)
5. Take partial derivatives with respect to the 2 variables, w and b:

C.
L oL
E: =0 —=0
ow db
So this means we have:
=02
ca VAL _5
aw
oL _ < - - X - : - g
C.2 Y =w-= ) ayx, = w= ) o.yXx. we substitute for w in (B) above to
11% g

get C.4

10



L ¥
€3 T = Zaf.y, =0 = basic constraint on support vectors ¢,

i=1

C.4 Substituting for [[w]= > oty%,
=1
L= 3w = etly, (- %, +b)— 1]
i=1 0 from constraint C.3

= }é(za,-yjf,-) : (Za_iyjfj) - (iaiyjfi)(iajyjfj) -b) oy + iai
i=1 =1 i=1 j=1 ' i=1

= Zlai +yzzzaiajyiyj§i 'Ej = Zzalajyr‘yj‘?i 'Ej
=

i=1 j=1 i=1 j=1

= zai - yzzEa;ajyi}'jfi 'Ef
i=1

i=1 j=1

r r r
C.5 maximize Lpya = Za,. - %ZZOC,.ajy,.yjfi X
i=1 i=1 j=1
(IMPORTANT: Note dot product of training data, the last 2 terms! This is the
“similarity” measure.)

Worked Math example, linear SVM, 2 support vector “points” (one positive example,
one negative example)

yw-x,+b)=1, y(w-x;+b)—1=0

Find: o,,0t,,w,b:

L= - Y oly,(v-X +b)-1]

i=1

= Y|# - e (+1-(7 - % +b) = 1) — ety (=1 (W X, + b)— 1)

5,;:‘“1”““2 =0; . o =q

Substituting for w = ¢, X, — &, X, from above in the equation for L, we have:
L= H4lox — o, %, I — o[+ (0%, — a,X,) - X, + b)— 1] — a,[-1- (&)X, — 0,%,) - X, + b)— 1]

= i L ¥ .5 o 7. = =
= Y[a’X, X, — 0L, - X, + 0o, - G, ] — O[O, - X, — 0, %, - X, + b —1]— o, [-0,%, - X, + &, X, - X, — b -]

11



Since
x-x=1Xx,-x,=1 x,-X, =0 (here is where we use the dot product!), we can simplify this to:

L=Ylal +oi]-of —ab+a, —ol +o,b+o,
Since o, = o,
L=42al]-20] +20, =—0! +2¢

Since we want to maximize (minimize) L,

dL :
—=0=-20+2=0a =1 since,=a,, &, =1 (Note that
al

2
za,.y,. =1(+1)+ 1(-1) = 0 as required)

i=1

Finally, to find &:

(7%, +b)=1

W= 04X, = 0,X, = X — X,

Substituting for w,

1-(x%~ %)% +b=1

X, '5—-X-x+b=1,butx -x;,=land x,-x;, =0, so

b=0

Alternatively, note that decision boundary goes through the origin, so »=0. Final decision
boundary line is therefore just the line x, = x,, i.e., line through origin at 45 degrees, with

slope 1.

12



Lagrange Multipliers Cheat Sheet

1. A method for finding the maximum or minimum or a function, subject to constraints.
2. Key idea: define a new function, L, in terms of the original function, f{x,y), the constraint
equation g(x,), and a new variable, the “Langrange multiplier” A, which is a penalty for when
the constraint equation is violated (not equal to zero), i.e., we want to maximize f{x,y) s.t.
g(x.)=0.

L= flxy)+ hg(x.y)

3. To do this we take partial derivatives, with respect to x, y, and A:

IL _If(xy)  ,d8(x.y)

=0
ox ox ox
AL _ ¥y, %y,
dy dy dy
JL
— = o(; =0
) g(x,y)

4. Graphical intuition. As we travel along the constraint surface g(x,y)=0, clearly g(x,y) does
not change, so the partials of g with respect to both x and y must be 0, ie,

0g(x,y) _ 0 dg(x.y) _ 0

ox dy
When we get to the maximum of Sxy),
: Jf (x,
M =0 and Fxy) = () because slope at max =0.
ox dy
Picture:
g(x,y)=0
tangent for f{x,y) along g
surface
Example: f=x+y; g=x"+y’ (constraint is a circle) :. '::\‘\
L= (rty) + A +y*-1) ——r
L
o =14+2Ax=0
ox
oL
—=1+21y=0
dy
-1
A=—
2x

-1
1+2(—)y=0 = y=x
2x

From constraint as circle:

Fey=gt=1 u x=\/_’2=y
13



Appendix II. SVMs, another worked example, for a polynomial kernel function,

XOR problem

The input data are shown in the graph in the original space. % ¥ éi)
For this problem, the polynomial kernel transform K = (1 + v,.v,)’ is used
| 1
1. Note that K(x; x)=K(x; x,) A 1
K@y x)=(1 +[-1-11.[-1-1])"
=(1 + V2 V2c0s0)? [or (1 + (=1)(=1) + (-1)(=1))?] o a4 @
=(1+2)"'=9 X X4

K(x, %) = (1+[-1-1].[-1 +1])°
=(1+ \5 \Ecosﬁ)2 [or alternatively: (1+(—=1)(=1)+(=1)(+1))?

= (1+0)2= 1
K, )= (14 [-1=11[+1 +1D)*=1; K(xx)= (1 +[-1-1][+1-1])* =1
Konx)= (1+[-1 +11[-1 +1])? =9; K(xx5) = (1 +[-1 +1].[+1 +1])* =1
K(xyx)= (1 +[-1=11[+1-1])* =1
K= (1+[-1-11[-1-11)* =9; K(xx)= (1 +[-1-11[+1-1]))* = 1;

Kxyx)= (1 + [+l =11[+1 -1])*= 9
2. Enter L;,,, as an algebraic expression of a,, a,, a;, a,.

Sum the alphas (a, to a,), then sum over all dot products multiplied by their a’s

(alphas) and y, multipliers, either +1 or —1 whether the data sample point is positive or

negative (given in the data table).

Lpua = Ear' = % 22 aia;yiyixi Xj
i i

= (a, + a, + ay + a,)-Y2((a,a,(-1)(-1)K(x, x))+a,a,(-1)(1)K(x, x,) +a,a;(—1)(—
DK(x; x3) +a,a,(-1)(1)K(x, x,) + a,a,(1)(=1)K(x, x,)+a,a,(1)(1)K(x, x,)+ aya;(1)(-

DK(x, x3)+ a,a,(1)(1)K(x; x,)

+ aya,(-1)(=1)K(x; x,)+ asa,(—1)(1)K(x; )+ a;a5(=1)(=1)K(x; x3)+ asa,(-1)(1)K(x; x,)

+ aga,(1)(-1)K(x, x1)+ a4a2(1)(])K(x4 X))+ aay(1)(=1)K(x, x3)+ a,a,(1)(1)K(x, x,))

14 {On 2 2 2
=(a,+a,+a+a,)-%(9a,"—a,a,+a,a,—a,a,~a,a,+9a, —a,a+a,a,+a;a,—a;a,+9a;,"—a,a,~

a,a,+a,a,-a,a,+9a,")

=(a,+a,+a+a,)-%(9a,"2a \a+2a,a,-2a,a,+9a,"-2a,a,+2a,a,+9a;"-2a;a,+9a,’)

3. You can optimize the above equation by setting to zero its partial derivatives with

respect to each a;.

dLida,= 1-9a,+a,+a;—a,
dllda,= 1+ a,-9a, + a;— a,
dLlday= 1+ a,—a,—9a;+a,
dLlda,= 1+ a,-a,+a; Ya,

14



4. Solving these simultaneous equations, yieldsa; =1/8. (As a check, Za,y, =0, as it
should.)

5. For a polynomial kernel, the degree of the polynomial and the original number of
features determine the ultimate number of features in the transformed space (basically
all combinations of input features up to the specified degree, with some terms scaled
by the magnitude of the feature vector)

for x,=[a b] (a and b are just used here to designate first and second feature values,
respectively)

Phi(x,) = [@® b ab2 a2 b2 1]

Substituting values for the four data points:
x, [-1 =1]: Phi(x,)=[1 142 =42 -2 1]
X, [=1 +1]: Phi(r,)=[1 1 -2 -2 2 1]
X, [+1 =1]: PhiGe)=[1 1 =42 42 -2 1]
x, [+1 +1]: Phi(x)=[1 1 +2 +2 2 1]

6. The classification (aka weight) vector w = Zayx;:
X U8CDI1 142 -2 -2 1]
X US(D[1 1 -2 =42 42 1]
X B[ 1 =2 42 -42 1]
xg USC-D[1 1 42 2 2 1]

\z

Adding these vectors as per the above equation, w =[0 0 > 0 0 0]

7. To calculate b, substitute w and one of the data samples into any constraint
equation:

wx, +b=-1

w.x;: [00 —% 00 0].01 142 -2 -2 11=04+0+-1+0+0+0=-1

so-1+b=-1,s0b=0. Alternatively, you could notice that b passes through the
origin, so it is 0.

8. To find an algebraic expression for the classifier function, w . x + b, substitute in
Phi(x) for x:
(x = [x, x,] instead of [a b] as described above)

w . Phi(x) + b = (0*x, + 0%x, + “% 23,2, + 0542 x, + 0%4/2x, +0%1) + 0 = —x.x,

9. For each test point, substitute the vector into the above equation and see if we get
the correct output:
fAl-1,-1]) ==(-1)(-1) =1 (correct, a positive sample point)
A1, 1= -(-1)(1) =-1 (correct, a negative sample point)
etc.
Al2,2])=-4

15



10. A fifth data point at [2 2] with a y, value of —1 (a negative example) would have an
a, (i.e. as) value of 0 because it would not be a support vector. You can see this two
ways: Its classifier value, calculated above, is —4, and we know support vectors have
values of 1 or —1; or you could plot it on the graph and notice that it does not change

the decision boundary.

16



6.034 Recitation, Thursday, Nov. 10, Handout 2
Problem 1: SVMs (50 points)

After reading too much Lord of the Rings, you wake up to find yourself in Middle Earth. You decide
the most relevant thing to do is to classify the different races around you.

Part A: Distinguishing Dwarves from Humans (38 points)

You meet 2 dwarves (+) and 3 humans (-) and realize that they have distinguishing features: beard
length (x) and height (y). You plot these data points on a grid. .Being an expert in SVMs, you decide to
start off on an epic journey of classification.

\{5
I o

Y - A 7 A

A\ X‘J

I N A g B PN

I EXK,

. y @
-/ ‘ , § x

1314435678

L3 L]

A1 (7 points)
Draw the decision boundary on the graph above and clearly label positive and negative gutters, and
circle all support vectors.

IWhat is the width of the road/margin? o




A2 (12 points)

Compute W and b in the decision boundary 4 (#)=w-u+b=0
for the SVM solution to part Al.

Show your work here.




A2 (10 points)

Calculate the weights (alphas) of each data point.
Show your work here.

o =

a; =
as =

as =

A3 (9 points)

What will be the alpha of a new negative point 6 placed at (0, 6)?

What will be the alpha of a new negative point 6 placed at (0,0)?

Supposed we moved point 3 to (4, 2), how will the magnitude of the alpha 3 change?
Circle one:
Larger  Smaller Same



Part B: Distinguishing Kernels (12 points)

Back in his lab, Gandolf has been hacking on some kernels in preparation for greater classification
adventures. For each of the following, indicate YES or NO whether the kernel can be used to perfectly
classify the test points, and if YES skefch the decision boundaries and gutters (the street)

such a classifier might produce and circle which data points are support vectors.
Note that because of symmetry, more than one answer may be possible for one or more cases.

Pl
!
K@@, %)=(zv+1) e
1A
YES NO \EAN
N
K (3, 7)=e -2 f
’ i N
YES NO \ ]
NV




Final Exam 2002 Problem 6: Support Vector Machines (14 Points)

Part A: (2 Points)

The following diagrams represent graphs of support vector machines trained to separate pluses (+) from
minuses (-) for the same data set. The origin is at the lower left corner in all diagrams. Which
represents the best classifier for the training data? See the separate color sheet for a clearer view of
these diagrams.

Indicate your choice here:

A.

Part B: (5 Points)

Match the diagrams in Part 1 with the following kernels:

Radial basis function, sigma .08

Radial basis function, sigma .5

Radial basis function, sigma 2.0

Linear

Second order polynomial




Part C: (3 Points)
Order the following diagrams from smallest support vector weights to largest support vector weights,

assuming all diagrams are produced by the same mechanism using a linear kernel (that is, there is no
transformation from the dot-product space).

The origin is at the lower left corner in all diagrams. Support vector weights are also referred to as ¢;
values or LaGrangian multipliers. See the separate color sheet for a clearer view of these diagrams.

Smallest Medium Largest

Part D (4 Points)

Suppose a support vector machine for separating pluses from minuses finds a plus support vector at the
point x;= (1, 0), a minus support vector at x= (0, 1).

You are to determine values for the classification vector w and the threshold value . Your expression
for w may contain x; and x; because those are vectors with known components, but you are not to
include any o or y;. Hint: Think about the values produced by the decision rule for the support vectors,

x; and x,,




Problem 2: Boosting (50 points)

After wearing Sauron's ring for several months, Frodo is rapidly losing his sanity. He fears that the ring
will interfere with his better judgement and betray him to an enemy. To ensure that he doesn't put his
trust into enemy hands, he flees Middle Earth in search of a way to classify his enemies from his
friends. In his travels he had heard rumors of the magic of Artificial Intelligence and has decided to hire
you to build him a classifier, which will correctly differentiate between his friends and his enemies.
Below is all of the information Frodo remembers about the people back in Middle Earth.

ID |Name Friend |Species |Has Part of the |Has/Had a Length of
_ Magic |Fellowship |ring of power |hair (feet)
1 Gandalf | Yes Wizard | Yes Yes No 2
2 Sarumon |No Wizard Yes No No 2.5
3 Sauron No Wizard | Yes No | Yes 0
4 Legolas Yes Elf Yes Yes No "
3 Tree-Beard | Yes Ent No No No 0
6 |Sam Yes Hobbit  |No | Yes No 0.25
7 Elrond Yes Elf Yes No Yes 2
? Gollum No Hobbit No No Yes 1
9 Aragorn Yes Man No Yes No 0.75
10 | Witch-king |No Man Yes No i Yes 2.5
of Angmar '




Part A: Picking Classifiers (10 points)

A1 (6 points)

The data has a high dimensionality and so rather than trying to learn an SVM in a high dimension space
you think it would be a smart approach to come up with a series of 1 dimensional stubs that can be used
to construct a boosting classifier. Fill in the classifier table below. Each of the different classifiers are
given a unique ID and a test returns +1 (friend) if true and -1 (enemy) if false.

Classifier

Test

Misclassified

A

Species is a Wizard

2,3,4,5,6,7,9

o]

B

Species is an EIf

-

13,0, 9

@

Species is not a Man

2,3,8,9

e

Does not have magic

1,4,7,8

Is not part of the Fellowship

1.2, 3,4,6,8,9; 10

D
E
)
G

CQ Has never owned a ring of power 207
Hair <= 1ft 1,3,4,7,8
H Hair <=2 ft 3, 8
e
<I\_) Friend < 2.3, 8, 10
J Enemy 1,4,5, 6,7,9

A2 (4 points)

Looking at the results of your current classifiers, you quickly see two more good weak classifiers
(make fewer than 4 errors). What are they?

Classifier Test Misclassified
K 1,8, 10
L




Part B: Build a Strong Classifier (30 points)

B1 (25 points)
You realize that many of your tests are redundant and decide to move forward using only these four
classifiers: {B, D, F, I}. Run the Boosting algorithm on the dataset with these four classifiers. Fill in the
weights, classifiers, errors and alphas for three rounds of boosting. In case of ties, favor classifiers that
come first alphabetically. Note: initial weights are set to be EQUAL and so

1/10 (they must add up to 1)

Round 1 ' Round 2 Round 3
wl by =F F correct: hy = by =
1/10 (why?)
w2 1/10 Err =7/10 F incorrect: Hiprs B =
w4 | 10
w5 | /10
w6 | 110
w7 1110
w8 | 1/10
w9 1110
wl0 | 110
B in
EmD) | 1o
Err(F) | 2,10
WHY?
Err(I) /10

So we pick F as our
first 'stump' - why?




B2 (5 points)

What is the resulting classifier that you obtain after three rounds of Boosting?

H(x)= Sign[(1/2 In )*F(x) + (12]n 3 * + (122In )*

Part C: Boost by Inspection (10 points)

As you become frustrated that you must have picked the wrong subset of classifiers to work with, one
of the 6.034 TA's, Martin, happens to walk by and sees your answer to part Al. He reminds you why
the boosting algorithm works and then tells you that there is no reason to actually run boosting on this
dataset. A boosted classifier of the form:

H(x) = Sign[h(x) + hy(x) + hs(x)]

can be found which solves the problem. What three classifiers {hy, hy, hs} is Martin referring to, and
why is the resulting H(x) guaranteed to classify all of the points correctly?
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Massachvsetts Institvte of Technology
Department of Electrical Engineering and Computer Science
6.034 Recitation, Thursday, November 17

SVMs & Boosting, 11 Prof. Bob Berwick, 32D-728

Part I. SVMs: solving for support vectors using the kernel function directly

Question 1. Instead of using the ‘eyeball’ technique, we can use the constraints of the SVM
optimization problem to solve for the support vector ‘alpha’ values directly, and so find the
decision boundary line. This is useful when we have no geometric picture, especially when we
move to non-linear kernel functions. But first, let’s do this for a simple case, to gain practice.
Let us consider solving for the following SVM classifier:

h(@)=sgn (3, K (5, %)+b)
where we will use first a linear kernel function K(u,v)=u-v , i.e., the normal dot product, on
the following data set with just 3 training data points, 4, B, and C:

data point 4: (-1, 1); classifier output: +1
data point B: (0, 0); classifier output: —1
data point C: (1, 0); classifier output: +1

Part A. Instead of doing this geometrically, we now explicitly compute the kernel function
values for each of the 3 points, pairwise against one another (these are just dot product
computations!)

i & Eeii
A (=L+D)-(=,+D)=2
B (-1,+1)-(0,0)= 0
C (-L,+D)-(,00= -1
B (0,00-0,0)= 0
C  (0,0)-(+1,0)= 0
C  (+1,0)-(+1,0)= +1

O x>

Part B. Now we can find the system of linear equations governing the support vector alphas,
0, Op, and oc that can be derived given the two key constraints given by the Lagrangian
formulation of the SVM optimization problem:

Constraint 1. ziaiyi =0
Which for the 3 points with support (ie, that are support vectors), 4, B, C, we therefore have
the equation:
o,(D+oy(=D+e . (1)=0
Constraint 2. For all points with support, we have:
y=Y, o0 yK(%.%)+b

For points 4, B, C, we therefore have the summation over 3 terms implies 3 equations as
follows (where we have switched the terms of X, and X from the equation above, don’t be
deceived — the inner products are commutative):

+Hl=a,K(x,,x,)— 0 K(x,,x,)+a K(x,,x:)+b

—l=0,K(xg,x,)— 0, K(x,,x,)+ 0 K(xy,x:)+b

+l =0, K(xp,x,)— 0, K(xo,x, )+ 0 K(xo,x: )+ b

Part C. But we can now simplify these 3 equations, by plugging in the actual values for K as
computed above, to get these 3 equations:

1



+1=20a,—a.+b
-1=b
+l=-a,+a.+b
Thus we immediately can solve for 5=—1. Now we can solve for a, by adding the first and
third equations together, getting:
+2=a,+2(-1)
+H=qa,
Using this value for a,, we can now find the value for ac:
+l=—4+a. -1
6 =0
Finally, using Constraint 1, we can solve for ap, since the sum from Constraint 1 must be 0.
So aa + uc =ag, therefore, ag=4 + 6 = 10, and we have: ay=4; ag=10; ac =6; b=1.

Part D. Now, what is the SVM classifier equation for 4 given this answer? This follows
directly from the boundary line definition in the SVM Winston notes:

h(x,,x,)=sgn(o, K(x,,x)+ 0y K(xp,x)+ 0t K(x.,x)+b)
=sgn(4(=1,+1)-(x,,x,)+10(0,0)- (x,,x, )+ 6(+1,0) - (x;,x,) = 1)
=sgn(4(—1,+1)-(x,,x, )+ 6(+1,0)- (x,,x,)—1)
=sgn(2x, +4x,—1)
Note: the middle term with ap has dropped out here because K(xp,x) is always 0 no matter

what x is. This equation defines the boundary line midway between the gutters as well, all
without having to draw anything:

2x,+4x,-1>0

1 1
X, ==X +—
2 4

Part E. Let us see what happens when we add new training data points.

If we added a new point xp at (2,0), with output yp= +1, nothing would change, because this
point would not have any support vector weight, and it would be correctly classified with what
we have so far.

If instead yp= —1, then everything would change, because this would force us to redefine
where the decision boundary line goes.

Question 2. Non-linear kernels.

Now let’s repeat this game with the same three data points, bur with a non-linear kernel
function, the quadratic form:

K@, v)=(1+u-v)
Part A. Recall that this kernel will give parabolic shaped contour lines. So, first, we just have
to go through the kernel computation as we did with the linear kernel, but now of course we
are computing a different ‘similarity’ function, using the new kernel function. Note that we
can make use of our old values of u-v from our previous table to speed up the computation,
i.e., for point 4, dot product of 4 with itself is just 2, from our table above:

i j K@E.E)=(+i-v)
A (1427 =9
B (1+0) =1
C  (I+-12=0
B (1+0Y =1
C (1+0) =1
C (1+1%=4

O & W o= o> o



Part B. As before, we can now set up a system of equations from the Lagrangian constraint
solution.

Constraint 1. Ziar.yj =0

Constraint 2. For all points with support, we have:
y=, 0yK(%.%)+b
Just as before, these constraints work out to imply:
+l=0,K(x,,x,)— 0 K(x,,x5)+ 0 K(x,,x:)+b
—l=0,K(xp,x, )= 0, K(xp,x5)+ 00 K(xp,x:)+b
+l=a,K(xc,x,)— 0 K(xo,x5)+a K(xo,x.)+b

Part C. But this time the kernel values are different! We plug in the K values from the
quadratic ‘inner product’ as defined above. When we do this, and solve for the three alpha
values (I shall leave this algebra to you this time), we get:
o —-._8_.-a —_3_-a —18- ﬁ

237t 237 237 23

Part D. Now we can define the classifier function as we did before, with these new values for
the alphas:
h(E = (3,,0,)) = S2n(0L K (3, ) + 0, K (X, %)+ K (X, X) + b)

8 ., 3 18 , 49
=sgn(—(1+x, - x) +—(I+x,-x)" +—(+x.-x)* ——
S°"(23( Xp 1 X) 23( 5 %) 23( ¥e %) 23)

S -1 el 0 [ ,y.18 P
Hsgn(23(l+[ ] ]x) +23(1+': b :lx) +23(l+|: 0 :|x) 23)

8 .18 49
= —(=x,+x,) +0+—(1+x) ——
Sg"(z:s( xHE) ) 23J

3. Other spaces, other kernels

OK, now the other big win with SVMs has to do with the ease with which you can transform
from one space to another, where the data may be more easily separable. The remaining
questions all ask you about that, for different kinds of kernels (= different ways to compute
inner products, or ‘distance’, aka, ‘similarity’ of two points). That is, we need to define K(x,v)
= @(u)-¢(v), the dot product in the transformed space. (You should try these out in Winston’s
demo program to see how the decision boundaries change.)

The basic kernels we consider are these:

1. Single linear kernel. These are just straight lines in the plane (or in higher
dimensions). You should remember what perceptrons can and cannot ‘separate’ via
cuts, and this tells you what linear kernels can do. (But see below under linear
combination of kernels!!!)

K@u,v)=(@-v)+b, eg.,K(u,v)=(u-v) (ordinary dot product)

2. Polynomial kernel.
K@@, v)=@-v+b)", n>1
eg., Quadratic kernel: K(u,v)=(1i-v+ b)?

In 2-D the resulting decision boundary can look parabolic, linear, or hyperbolic depending on
which terms in the expansion dominate.

3. Radial basis function (RBF) or Gaussian kernel.



n

K(ii,7)=—exp —"“2_—""]
p

In 2-D, the decision boundaries for RBFs resemble contour circles around clusters of positive
and negative points Support vectors are generally positive or negative points that are closest
to the opposing cluster. The contour space that results is drawn from the sum of support
vector Gaussians. Try the demo to see.

When the variance or spread of the Gaussian curve ¢° (‘sigma-squared’) is large, you get
‘wider’ or ‘flatter’ Gaussians. When it is small, you get sharper Gaussians. Hence, when using
a small sigma-squared, the contour density will appear closer, or tighter, around the support
vector points. In 2-D, as a point gets closer to a support vector, it will approach exp(0)=1, and
as it gets farther away, it approaches exp(—infinity)= 0.

Note that you can combine several radial basis function kernels to get a perfect fit around any
set of data points, but this will usually amount to a typical case of over-fitting — there are 2
free parameters for every RBF kernel function.

4. Sigmoidal (tanh) kernel. This allows for a combination of linear decision boundaries,
like neural nets.
K(u,v)=tanh(kii - v +b)
kii-v+b

EUE. - +1
K@v)=—mm—

e -1
The properties of this kernel function: it is similar to the sigmoid function; it ranges from -1 to
+1; it approaches +1 when x >> 0; and it approaches —1 when x << 0. The resulting decision
boundaries are logical combinations of linear boundaries, not that different from second-layer

neurons in neural nets.

5. Linear combinations of kernels (scaling or general linear combination).
Kernel functions are closed under addition and scaling by a positive factor.



Part II. Boosting and the Adaboost algorithm
0. The idea behind boosting is to find a weighted combination of s “weak” classifiers
(classifiers that underfit the data and still make mistakes, though as we will see they make
mistakes on less than ¥; the data), A, h....,h,, into a single strong classifer, H(x). This will be
in the form:

H(x) = sign(o,hy (X)+ o, hy (X) +---+ o, (X)

H(X)=sign (E::] ah, ()?))

where: H (¥) € {-1,+1},h,(X) e {-1,+1}
Recall that the sign function simply returns +1 if weighted sum is positive, and —1 if the
weighted sum is negative (i.e., it classifies the data point as + or ).
Each training data point is weighted. These weights are denoted w; for i=1, ..., n. Weights are
like probabilities, from the interval (0, 1], with their sum equal to 1. BUT weights are never

0. This implies that all data points have some vote on what the classification shuld be, at all
times. (You might contrast that with SVMs.)

The general idea will be to pick a single ‘best’ classifier % (one that has the lowest error rate
when acting all alone), as an initial ‘stump’ to use. Then, we will boost the weights of the
data points that this classifier mis-classifies (makes mistakes on), so as to focus on the next
classifier A that does best on the re-weighted data points. This will have the effect of trying to
fix up the errors that the first classifier made. Then, using this next classifier, we repeat to see
if we can now do better than in the first round, and so on. In computational practice, we use
the same sort of entropy-lowering function we used with ID/classifier trees: the one to pick is
the one that lowers entropy the most. But usually we will give you a set of classifiers that is
easier to ‘see’, or will specify the order.

In Boosting we always pick these initial ‘stump’ classifiers so that the error rate is strictly < V.
Note that if a stump gives an error rate greater than '%, this can always be ‘flipped’ by
reversing the + and — classification outputs. (If the stump said —, we make it +, and vice-versa.)
Classifiers with error exactly equal to ¥ are useless because they are no better than flipping a
fair coin.

1. Here are the definitions we will use.

Errors:

The error rate of a classifier s, £, is simply the sum of all the weights of the training points
classifier i, gets wrong.

(1-E°) is 1 minus this sum, the sum of all the weights of the training points classifier 4, gets
correct.

By assumption, we have that:

E’ < and (1- E%) > %, so E° < (1- EY), which implies that (1- E)/E* > 1

Weights:
0 is defined to be V2 In[(1- £7)/ E%)], so from the definition of weights, the quantity inside the
In term is > 1, so all alphas must be positive numbers.

Let’s write out the Adaboost algorithm and then run through a few iterations of an example
problem.



2. Adaboost algorithm
" Input: training data, (x,,y,),....,(X,,y,)
1. Initialize data point weights.

Set w;} = Vie(l,...,n)
n

2. Iterate over all ‘stumps’: fors=1, ..., T
a. Train base learner using distribution w* on training data.
Get a base (stump) classifier Ay(x) that achieves the lowest error rate E’ .
(In examples, these are picked from pre-defined stumps.)

(—=E")
EJ
c. Update weights (3 ways to do this; we pick Winston’s method)

1
b. Compute the stump weight: o, =5 In

5
i

. . 1 1
For points that the classifier gets correct, w;™ = [E I F ]w
(Note from above that 1—- E*> Y4, so the fraction 1/(1— E°) must
be < 2, so the total factor scaling the old weight must
be < 1, i.e., the weight of correctly classified points must go
DOWN in the next round)

. . 11
For points that the classifier gets incorrect, w;"' = [5 = ]w,.'
(Note from above that E* <4, so the fraction 1/E%)
must be > 2, so the total factor scaling the old weight must
be > 1, i.e,, the weight of incorrectly classified points must
go UP in the next round)

3. Termination condition:

If s > T or if H(x) has error 0 on training data or < some error threshold, exit;

If there are no more stumps h where the weighted error is < ', exit (i.e., all stumps
now have error exactly equal to /%)

4. Qutput final classifier:
H(x)= sz‘gu(ziszlaihi(i)) [this is just the weighted sum of the original stump classifiers]

Note that test stump classifiers that are never used are ones that make more errors than some
pre-existing test stump. In other words, if the set of mistakes stump X makes is a superset of
errors stump Y makes, then Error(X) > Error(Y) is always true, no matter weight distributions
we use. Therefore, we will always pick Y over X because it makes fewer errors. So X will
never be used!

3. Let’s try a boosting problem from an exam (on the other handout).

4. Food for thought questions.

1. How does the weight o given to classifier A, relate to the performance of 4, as a function
of the error E*?

2. How does the error of the classifier E° affect the new weights on the samples? (How does
it raise or lower them?)

3. How does AdaBoost end up treating outliers?

4. Why is not the case that new classifiers “clash” with the old classifiers on the training
data?

5. Draw a picture of the training error, theoretical bound on the true error, and the typical test
eITOoT Curve.

6. Do we expect the error of new weak classifiers to increase or decrease with the number of
rounds of estimation and re-weighting? Why or why not?

6



Answers to these questions:

1. How does the weight o’ given to classifier &, relate to the performance of 4, as a function

of the error E*? '
Answer: The lower the error the better the classifier 4 is on the (weighted) training data, and
the larger the weight o' we give to the classifier output when classifying new examples.

2. How does the error of the classifier £ affect the new weights on the samples? (How does
it raise or lower them?)

Answer: The lower the error, the better the classifier / classifies the (weighted) training
examples, hence the larger the increase on the weight of the samples that it classifies
incorrectly and similarly the larger the decrease on those that it classifies correctly. More
generally, the smaller the error, the more significant the change in the weights on the samples.
Note that this dependence can be seen indirectly in the AdaBoost algorithm from the weight of
the corresponding classifier o, The lower the error E', the larger w, the better 4 is on the
(weighted) training data.

3. How does AdaBoost end up treating outliers?

Answer: AdaBoost can help us identify outliers since those examples are the hardest to
classify and therefore their weight is likely to keep increasing as we add more weak classifiers.
At the same time, the theoretical bound on the training error implies that as we increase the
number of base/weak classifiers, the final classifier produced by AdaBoost will classify all the
training examples. This means that the outliers will eventually be “correctly” classified from
the standpoint of the training data. Yet, as expected, this might lead to overfitting.

4. Why is not the case that new classifiers “clash” with the old classifiers on the training
data?

Answer: The intuition is that, by varying the weight on the examples, the new weak classifiers
are trained to perform well on different sets of examples than those for which the older weak
classifiers were trained on. A similar intuition is that at the time of classifying new examples,
those classifiers that are not trained to perform well in such examples will cancel each other
out and only those that are well trained for such examples will prevail, so to speak, thus
leading to a weighted majority for the correct label.

5. Draw a picture of the training error, theoretical bound on the true error, and the typical test
error curve.
Answer:

S .~ expected test error
". g (based on theoretical bound)

cror

~. o typical test error

training error

6. Do we expect the error of new weak classifiers to increase or decrease with the number of
rounds of estimation and re-weighting? Why?

Answer: We expect the error of the weak classifiers to increase in general since they have to

perform well in those examples for which the weak classifiers found earlier did not perform

well. In general, those examples will have a lot of weight yet they will also be the hardest to

classify correctly.



11/17/11 Support Vectors (50 points)
Part A (30 points)

The following three graphs represent the training data for two-dimensional, linear SVMs. +
symbols indicate the coordinates of positive examples, which the classifier should give a value of 1
or more, and — symbols represent the coordinates of negative examples, which the classifier should
give a value of -1 or less.

For each graph, you should do the following three things:

(a) Circle the support vectors

(b) Draw the “street™ produced by the SVM, with solid lines where the classifier outputs 1 or
-1 and a dashed line where the classifier outputs 0

(c) Describe the classifier function s(x) = w-x + b, by giving the values of w and b

Step 1: circle support vectors (-1, 2) and ...(? , 7)
Step 2: use this to draw gutters & boundary line

Graph #1 S’; zb)
Step 3: rewrite eqn of line so = 0
5 1] Step 4: Find w values (2 of them) in matrix form,
4 - - —+{ in general
. J 1 B +qepttl - Step 5: Use calculation of street width to solve for
5 + actual values for w and intercept b
y o
-1
2 :
-4 -
-5 4 i}
5 4 -3 -2 -1 01 2 3 4 5



Graph #2
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Part B (20 points)

Susan Q. Randomstudent is frustrated by the data she is supposed to classify with a support vector
machine. It's all on the same line, defined only by an x-coordinate, and it switches back and forth
from clusters of + points to clusters of — points several times, so it's not at all linearly separable.

— - ———F++—
-10 -8 -6 -4 -2 0 2 4 6 g8 10
X

Eventually, though, she figures out a kernel function that she can use to separate the data:

T . T . T
K(xi, x2) = cos(%x,)cos(1x2)+sm(Zx,)sm(sz)

1. What is the @ function that projects x into the new space defined by this kernel? (The

function should take in x and output a vector with two components.)
This means: WHAT function will yield the above form as its dot product?

®(u) -P(v) = cos(blah)cos(blah) + sin(blah)sin(blah)
DO(x) =

2. On the grid below, draw the + and — points in the new space, and draw the “street” that
linearly separates them.

0.5

w2



Problem 2: Boosting (50 points)

After wearing Sauron's ring for several months, Frodo is rapidly losing his sanity. He fears that the ring
will interfere with his better judgement and betray him to an enemy. To ensure that he doesn't put his
trust into enemy hands, he flees Middle Earth in search of a way to classify his enemies from his
friends. In his travels he had heard rumors of the magic of Artificial Intelligence and has decided to hire
you to build him a classifier, which will correctly differentiate between his friends and his enemies.
Below is all of the information Frodo remembers about the people back in Middle Earth.

ID |Name |Friend |Species |Has  |Partofthe |Has/Hada |Length of
Magic |Fellowship |ring of power |hair (feet)

1 Gandalf Yes Wizard Yes \;es No 2

s Sarumon |No Wizard Yes No . No | 25

3 Sauron No Wizard IR Yes | No Yes 0

4 Legolas Yes Elf Yes Yes No _ 2

5 Tree-Beard | Yes Ent No No No 0

6 |sam Yes Hobbit  |No Yes No 025

7 Elrond Yes Elf Yes No Yes 2

8 Gollum No Hobbit No No Yes 1

9 Aragorn Yes Man No Yes No 0.75

10 Witch-king [ No Man Yes No Yes 2.5

of Angmar




Part A: Picking Classifiers (10 points)

A1 (6 points)

The data has a high dimensionality and so rather than trying to learn an SVM in a high dimension space
you think it would be a smart approach to come up with a series of 1 dimensional stubs that can be used
to construct a boosting classifier. Fill in the classifier table below. Each of the different classifiers are
given a unique ID and a test returns +1 (friend) if true and -1 (enemy) if false.

Classifier Test

M‘i-sclassiﬁed

Species is a Wizard

2,3,4,5,6,7,9

Species is an EIf

<

1,589

Species is not a Man

2,3,8,9

Does not have magic

c_]

1.4,7,8 >

Is not part of the Fellowship

1,2,3,4,6,8,9, 10

Has never owned a ring of power

<

27

LCARGASECE

Hair <= Ift 1,3,4,7.8
Hair <=2 ft 3,8

Friend C@
Enemy 1,4,5,6,7,9

A2 (4 points)

Looking at the results of your current classifiers, you quickly see two more good weak classifiers

(make fewer than 4 errors). What are they?

Classifier Test Misclassified
K 1,8,10
L




Part B: Build a Strong Classifier (30 points)

B1 (25 points)

You realize that many of your tests are redundant and decide to move forward using only these four
classifiers:{B, D, F, I}. Run the Boosting algorithm on the dataset with these four classifiers. Fill in the
weights, classifiers, errors and alphas for three rounds of boosting. In case of ties, favor classifiers that

come first alphabetically. Note: initial weights are set to be EQUAL and so

1/10 (they must add up to 1)

So we pick F as our
first 'stump' - why?

Round 1 Round 2 Round 3
wl hy=F F correct: h, = h; =
1/10 (why?)
w2 1710 Err=2/10 F incorrect:  |gpp= Biij=
w3 | 110 o= o= =
wd | 110
w5 1110
w6 1 110
w7 | 110
w8 11/10
w2 o
wI0 | 110
Err(B) 10
B} | jne
Err(F) | 210
WHY?
Err) | 10




B2 (5 points)

What is the resulting classifier that you obtain after three rounds of Boosting?

H(x)=  Sign[(1/2 In )*F(x) + (12In )* + (1/2In y

Part C: Boost by Inspection (10 points)

As you become frustrated that you must have picked the wrong subset of classifiers to work with, one
of the 6.034 TA's, Martin, happens to walk by and sees your answer to part Al. He reminds you why
the boosting algorithm works and then tells you that there is no reason to actually run boosting on this
dataset. A boosted classifier of the form:

H(x) = Sign[hi(x) + hx(x) + hs(x)]

can be found which solves the problem. What three classifiers {h; h; hs} is Martin referring to, and
why is the resulting H(x) guaranteed to classify all of the points correctly?
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General

\(ca\‘\‘

This is the last problem set in 6.034! It's due Monday, November 21st at 11:39 PM.
To work on this problem set, you will need to get the code:

= You can view it at: http//web.mit.edw/6.034/www/labs/lab5/ :
= Download it as a ZIP file: http//web.mit.edu/6.034/www/labs/lab5/1ab5.zip
= Or, on Athena, add 6.034 and copy it from /mit/6.034/www/labs/lab5/ 0 !af(’[

You will need to download and install an additional software package called Orange (http//www.ailab.si/orange/) for the second
part of the lab. Please download Orange first so that you get the problems worked out early. If you have downloaded and installed it, you should
be able to run orange_for_6034.py and get the Orange version number. Once you've filled in the boosting part, you should be able to run
lab5.py, and see the output of several classifiers on the vampire dataset. If you get errors, email us.

= Qrange is available for Linux (Ubuntu), Windows, and OS X.

= For Ubuntu users: Please follow the install instruction here (http//www.ailab.si/orange/nightly_builds. htmFlinux) (see section on Linux).
Note: just running apt-get orange on Ubuntu will *NOT* install orange but a completely different software package!

= ADVICE: If you can't get orange to work directly on your machine, try working on Athena instead. It may not be a wise use of your time

trying to get the Orange software to work on your machine, as it is only needed for half of lab 5. If orange works right out of the box great,
but if it doesn't then follow the Athena instructions to do the lab.
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= To check that your Orange is properly installed, run:

http://ai6034.mit.edw/fall11/index.php?title=Lab_5

............................................................................................................... >
' 1
:python orange_for_6034.py '
[ S S S eI I I SIS SRR P et T RO R -
and you should get a version string and no errors.

To work on this lab on Athena you'll need to:

1. If you use bash: Setup your environment to pickup the class installation of Orange by adding the following:

i i S 5
' .
lexport LD_LIBRARY PATH=/afs/athena.mit.edu/course/6/6.034 /lib/python2.5/dist-packages/orange: $LD_LIBRARY PATH ¢
G S S S S SRS e e -
to your .bashrc.mine file. If you are using tesh or csh run:

5 5 550 117554 9191 i o 0 10 e 2 1
) 1]
'setenv LD_LIBRARY_PATH /afs/athena.mit.edu/course/6/6.034/1ib/python2.5/dist-packages/orange:$LD_LIBRARY_PATH !
oo o e - - e e e e e e M S G G M M R e e e e e e e e e e e e e e e e e e e e e e e e e e e e e R -

instead. You may omit :5LD_LIBRARY PATH if you get complaints about it not being set. The above settings tell python where to look for
shared libraries required for running Orange. NOTE: If you don't know what the shell you are running, type "echo $SHELL".

[

. Log into linux.mit.edu: ssh -x <user>@linux.mit.edu

3. For your convenience, we've provided a script, run-orange-gui. sh that will run the Orange GUI on linux.mit.edu. Note that some
Orange Widgets (like ROC charting) may not appear in GUI in the Athena version. Don't worry, you won't need the GUI to answer the

questions for this lab.

Your answers for the problem set belong in the main

2 of 9

Neural Nets

€ 1ab5.py/as well as neural net.py and boost.py.

In this part of Lab 5, you are to complete the API for a Neural Net. Then afterwards, you are to construct various neural nets using the API to

solve abstract learning problems:-

——
Completing the implementation

—

We have provided you a skeleton of the Neural th@e to complete the unimplemented methods.

The three classes, Input, PerformanceElem, and Neuron all have incomplete implementation of the following two functions:

:def output (self)
:def doutdX (self, elem)

g

Your first task is to fill in all 6 functions to complete the API.

Output

The function output (self) produces the output of each of these elements.

Be sure to use the sigmoid and ds/dz functions as discussed in class:

o =s(z) = 1.0 / (1.0 + e**(-2))
Iﬁs{o)!d: = s5(z) * (1 - s(z)) =0 * (1 - 0)

1Blo) = -0.5 (d - o)**2
'IdP:o)/dx = (d - o)

Derivatives

R —

The function doutDx (self, elem) generates the value of the partial derivative, given a weight element.

~— e —
Recall, neural nets update a given weight by computing the partial derivative of the performance function with respect to that weight, The

formula we have used in class is as follows:

11/6/2011 1:42 PM
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In our code this is represented as (see def train() -- you don't have to implement this):

The element passed to the dOutdX function is always a weight. Namely it is the weight that we are doing the partial over. Your job is to figure
out how to define dOutdX() in terms of recursively calling dOutdX() or output() over the inputs + weights of a network element.

For example, consider the Performance element P, p. doutdx (w) could be defined in the following recursive fashion:

dp/d(w) = dP/do * do/dw # applying the chain rule '
L) = (d-0) * o.doutdX(w) ll
1]

Here o, is the output of the Neuron that is directly connected to P.

For Neuron units, there would be more cases to consider. Namely, 1) The termination case where the weight being differentiated over is one of
the (direct) weights of the current neuron. 2) The recursive case where the weight is not one that is directly connected (but is a descendant

weight). . \ h{- 9 ,(/ﬁ'

This implementation models the process of computing the chain of derivatives recursively. This top-dow#¥ approach works from the output layer
towards the input layers. This is in contrast to the more conventional approach (taught in class) where yo puted a per-node little-delta, and
then recursively computed the weight updates bottom-up, from input towards output layers.

If you are confused about how the top-down recursive chaining of derivatives work, first read the course notes (http://courses.csail.mit.edu
/6.034f/ai3/netmath.pdf) to review. If you are still confused, ask 6034tas for hints and clarifications.

About the API Classes
Most of the classes in the Neural Network inherit from the following two abstract classes:

ValuedElemaent

This interface class allows an element to have a settable value. Input (e.g. il, i2) and weight (e.g. wlA, wAB) are subclasses of valueElement
Elements that are subclassed all have these methods:
® set_value(self,val) - set the value of the element

® get_value(self) - get the value of the element
m get name (self) - get the name of the element

DifferentiableElement

This abstract class defines the interface for elements that have outputs and are involved in partial derivatives.

® output (self) : returns the output of this element
® goutdX(self,elem): returns the partial derivative with respect to another element

Inputs, Neurons, and PerformanceElem are the three subclasses that implement bifferentiableElements. You will have to complete the
interface for these classes.

Weight (ValuedElement)
Represents update-able weights in the network. In addition to ValueElement functions are the following methods, which are used for the training

algorithm (you will not need them in your implementation):
""‘-___.___.___-—-—H

® set_next_value({self,val): which sets the next weight value in self.next_value
» update (self) : which sets the current weight to the value stored in self.next_value M {/j
Input (DifferentiableElement, ValuedElement)

Represents inputs to the network. These may represent variable inputs as well as fixed inputs (i.e. threshold inputs) that are always set to -1.
output () of Input units should simply return the value they are set to during training or testing.

doutdX(self, elem) ofan Input unit should return 0, since there are no weights directly connected into inputs.

Neuron(DifferentiableElemaent)
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4 of 9

Represents the actual neurons in the neural net. The definitions for output and dOutdX already contains some code. Namely, we've implerpcntcd
a value caching mechanism to speed up the training / tésting process. So instead of implementing cutput and doutdx directly you should instead
implement: ~———

® compute_output (self):

(
= compute_ doutdx(self,elem): ’FW Cﬂ,(/h(ﬂj

PerformanceElem(DifferentiableElaement)

Represents a Performance Element that allows you to set the desired output.
® set_desired which sets my_desired_val

To better understand back-propagation, you should take a look at the methods train and test in neural_network.py to see how everything is
put together.

Unit Testing  €° ok (Q(}:”? ;//l‘d‘ -‘}-&5‘{( e(((/fﬂ P:M ‘l

Once you've completed the missing functions, we have provided a python script neural_net_tester.py to help you unit test. You will need to
pass the tests in this unit tester before you can move on to the next parts. =

To check if your implementation works, run:

This makes sure that your code works and can learn basic functions such as AND and OR.
Building Neural Nets

Once you have finished implementing the Neural Net API, you will be tasked to build three networks to learn various abstract data sets.

Here is an example of how to to construct a basic neural network:

T
def make_neural net basic():

"""Returns a 1 neuron network with 2 variable inputs, and 1 fixed input."""
i0 = Input('i0',-1.0) # this input is immutable

il = Input('il',0.0)

i2 = Input('i2',0.0)

wlA = Weight ('wlA',1)
w2A = Weight ('w2A',1)
wh = Weight('wA', 1)

# the inputs must be in the same order as their associated weights
A = Neuron('A', [i1,i2,i0], [wlA,w2A,wA])
P = PerformanceElem(A, 0.0)

# Package all the components into a network
# First list the PerformanceElem P

# Then list all neurons afterwards

net = Network(P, [A])

return net

Naming conventions

IMPORTANT: Be sure to use the following naming convention when creating elements for your networks:
Inputs:

= Format: *i' + input number
= Conventions:

= Start numbering from 1.

= Use the same i0 for all the fixed -1 inputs
= Examples: "'i1', i2.

Weights:

= Format 'w' + from_identifier + '.' + to_identifier
= Examples:

= w14 for weight from Input i1 to Neuron A

= wBC for weight from Neuron B to Neuron c.

Neurons:
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= Format: alphabet letter

= Convention: Assign neuron names in order of distance to the inputs.

= Example: A is the neuron closest to the inputs, and on the left-most (or top-most) side of the net.

For ties, order neurons from left to right or top to bottom (depending on how you draw orient your network).

Building a 2-layer Neural Net

Now use the Neural Net API you've just completed and tested to create a two layer network that looks like the following.

o)

desired

performance

‘S
w

inneural_net.py.

Your 2-layer neural net should now be able to learn slightly harder datasets, such as the classic non-linearly separable examples such as
NOT-EQUAL (XOR), and EQUAL.

When initializing the weights of the network, you should use random weights. To get deterministic random initial weights so that tests are
reproducible you should first seed the random number generator, and then generate the random weights.

:seed_zandcm ()
1

'
,
1
:'-n: = random_weight () 1
:...use wt... :
wt2 = random_weight () :

'

1

Note: the function random_weight () in neural_net.py uses the python function random.randrange (-1,2) to compute initial weights. This
function generates values: -1, 0, 1 (randomly). While this may seem like a mistake but what we've found empirically is that this actually performs
better than using random.uniform(-1, 1). Be our guest and play around with the random_weight function. You'll find that Neural Nets can be
quite sensitive to initialization weight settings. Recall what happens if you set all weights to the same value?

To test your completed network run:

g g S e e 1
' ]
:pyth:m neural _net_tester.py two_layer '
e e -

Your network should learn and classify all the datasets in the neural net data.harder data_set with 100% accuracy.

Designing For More Challenging Datasets
Now it's your turn to design the network. We want to be able to classify more complex data sets.

Specifically we want you to design a new network that should theoretically be able to learn and classify the following datasets:

1. The letter-L.
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We claim that a network architecture containing 5 neuron nodes or less can fully learn and classify all three shapes. In fact, we require it!
Construct a new network in:
-------------------------------------------------------------------------------------------------------------------- .
ﬁef make_neural net_challenging() :
beccssnreccsassnssnraererreere st e e E e e E e E S S e eSS eSS TS E T T T AT R R e e e e e
that can (theoretically) perfectly learn and classify all three datasets.

To test your network on the first 2 of these shapes, run

L =y S S S Y S N~ T SR S~y BT 1wt LR Tty 5
python neural_net_tester.py challenging
e L L L L L T T T -
To pass our tests, your network must get 100% accuracy within 10000 iterations.

Now try your architecture on the third dataset patchy. Run:

:' """"""""""""""""""""""""""""""""""""""""""""""""""""""""""""""" ..
python neural net_tester.py patchy E
L

Depending on your architecture and your initial weights, your network may either easily learn patchy or get stuck in a local maxima. Does your
network completely learn the dataset within 10000 iterations? If not, take look at the weights output at the end of the 10000 iterations. Plot the
weights in terms of a linear function on a 2D graph. Do the boundaries tell you why there might be a local maxima?

Manually Setting Weights

You can have your network learn the dataset patchy perfectly and very quickly if the proper weights are set.

You can use either of these strategies to determine the proper weights.

1. You can experimentally determine the right weights by running your network until it perfectly learns the dataset. You will probably need to
increase the max-iterations parameter, or playing around with different initial weight settings.

2. You can try to solve for the weights analytically. This is a good chance to put into practice the methods for solving network weights you
learned in tutorial. You can review the example given in these TA notes (https/docs.google.com
/View?docID=0AbO0KikZ004vZGhxaGOy Y nFIMTA4dzducTI6 Yz2M&revision=_latest) .

In either case, we want you to find preset weights to the same network that you built in the last part. Your new weight-preset network should be
able to learn the patchy problem with only 1000 additional iterations of training.

After you've found the optimal weights, fill in:

e e e e T T 1
'

\def make_neural net_with_weights() i
e S S SR SRR
To test, run:

e e e e 1

60of9 11/6/2011 1:42 PM



Lab 5 - 6.034 Fall 2011 hitp://ai6034.mit.edu/fall11/index.php?title=Lab_5

If everything tests with an accuracy of 1.0, then you've completed the Neural Networks portion of lab3. Congrats!

Now on to Boosting!

Boosting

You're still trying to use Al to predict the votes of politicians. ID-Trees were great, but you've heard about these other magnificent learning
algorithms like SVMs and Boosting. Boosting sounds easier to implement and had a pretty good reputation, so you decide to start with that.

To make sure that you interpret the results without letting your political preconceptions get in the way, you dig up some old data to work with: in
particular, the data from the 4th House of Representatives, which met from 1796 to 1797. (According to the records on voteview.com
(http//www.voteview.com) , this is when the two-party system first emerged, with the two parties being designated "Federalists" and
"Republicans”.)

You experiment with that data before going on to the 2007-2008 data, finding that Congressmen in 1796 were much more clear about what they
were voting on than in 2008.

The framework for a boosting classifier can be found in boost . py. You need to finish coding it, and then use it to learn some classifiers and
answer a few questions.

The following resources will be helpful:

= The documentation for the boosting code, which you can find embedded in boost . py in the documentation strings.

= The Shapire paper on boosting (http//courses.csail.mit.edu/6.034f/ai3/msri.pdf) , or the notes (http://courses.csail.mit.edw/6.034f
/ai3/boosting.pdf) that summarizes it.

= The Lab 4 writeup, if you need to refer to how data_reader.py represents legislators and votes.

A (clever|cheap) trick

The boosting code uses a trick that means it only has to try half the number of base classifiers.

_
It turns out that AdaBoost does not really care which side of its base classifier is +1 and which side is -1. If you choose a classifier that is the
opposite of the best classifier -- it returns -1 for most points that should be +1, and returns +1 for most points that should be -1, and therefore has
a high error rate -- it works the same as if you had chosen the negation of that classifier, which is the best classifier.

If the data reweighting step is implemented correctly, it will produce the same weights given a classifier or its opposite. Also, a classifier with a
high error rate will end up with a negative alpha value, so that in the final "vote" of classifiers it will act like its opposite. So the important thing
about a classifier isn't that its error rate is Jow -- it's that the error rate is far from 1/2.

In the boosting code, we take advantage of this. We include only classifiers that output +1 for voting YES on a particular motion, or +1 for
voting NO on a particular motion, and as the "best classifier" we choose the classifier whose error rate is farthest from 1/2. 1f the error rate is
high, then the result will act like a classifier that outputs +1 for "voting NO or abstaining", or +1 for "voting YES or abstaining”, respectively.
This means we don't have to include these classifiers in the base classifier list, speeding up the algorithm by a factor of 2.

Completing the code

Here are the parts that you need to complete:

= In the BoostClassifier class, the classify method is also undefined. Define it so that you can use a trained BoostClassifier as a
classifier, outputting +1 or -1 based on the weighted results of its base classifiers. Complete the very similar orange_classify method as
well.

= Inthe BoostClassifier class in boost.py, the update_weights method is undefined. You need to define this method so that it changes
the data weights in the way prescribed by the AdaBoost algorithm. Note: There are two ways of implementing this update; they happen to
be mathematically equivalent.)

= Inlab5.py, themost_misclassified function is undefined. You will need to define it to answer the questions.

Remember to use the supplied legislator_info(datum) to output your list of the most-misclassified data points!

Questions
Answer the two questions republican_newspaper_vote and republican_sunset_vote in 1ab5.py.

When you are asked how a particular political party would vote on a particular motion, disregard the possibility of abstaining. If your classifier
results indicate that the party wouldn't vote NO, consider that an indication that the party would vote YES.

Orange you glad someone else implemented these?
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First things first: Have you installed Orange yet?

Now that you've installed Orange, when you run lab3.py, does it complain about Orange, or does it show you the outputs of some classifiers on
vampire data?

Getting familiar with the Orange GUI

This part is to get you familiar with the Orange GUI to do a little machine learning without doing any programming. We've given you some data
files (vampires.tab, H004.tab, adult.tab, titanic.tab, breast-cancer.tab, etc.) that you can play with. Try making something like the following:

B = Style:' Tabs with labels e Icon size: |40 x 40

—{-Dataré Visualize = Classify = Regression Evaluate Unsupervised = Associate ' Text | Prototypes | Bioinformatics ——

EVENE B Bl & & & el

File Infb Save Data Select Rank Purge Merge Concatenate Data Select Discretize Continuize Impute OQutliers

Table Attributes Domain Data Sampler Data
———
/ I.' S Leammer Evaluation Results
o [EIS) Evaluation)
" Naive Bayes d iSéEl Y e
4 4 \ g 31_ e o ltc ROC Analysis (2)
Examples - s jles d SN
a;rxg)p Examples™ \lieemer / Evaluatian Results
/_.r'f’ - - "’j-- :\“ !j ‘\‘\“\\
i g “

a

et Lt ” \ "._\ 9
ﬁ.@mmes_w_ e l’u}’:n “. Naive Bayesian Classifier . b

0o Ny, F 4 -

N oo N &

..k Nearest Neighbours T~

~ e Confusion Matrix
Examples ™, “Examplés KNR Classifiei,
i Examples . o A

\
o

)

\

B,

e

1

4
[D_]

Predictions

Then take a look at the performance, and look at the actual predictions.
Using Orange from Python

We have given you a function called describe_a nd/clac,si.fy that trains a bunch of classifiers that Orange provides. Some of them will be
more familiar than others. T

First it trains each classifier on the data, shows its output on each data point from the training data, and shows the accuracy on the training data.
You know from class that the accuracy on the training data should be 1 for these classifiers. It is less than one because each classifier comes with

built-in thww That's what the pruning is for the decision tree, for example. We didn't specify regularization
parameters to most of the learners because They have fine defaults. You can read more about them in the Orange documentation.
You'll notice that we do one extra thing with the decision tree. We print it out. For most classificrs, their internal representations are hard for
humans to read, but the decision tree's internal representation can be very useful in getting to know your data.

i v oL e

o e
Then describe_and_classify passes the untrained learners, without having seen the data, to cross-validation. Cross-validation hides part of
the training data, trains the learner on the rest, and then tests it on the hidden part. To avoid accidentally picking just one terrible subset of the
data to hide (an irreproducible subset), it divides the data evenly into some number of folds, successively tests by hiding each fold in turn, and
averages over the results. You will find with cross-validation that the classifiers do much better on identifying political parties than they do on
vampires. That's because the vampire dataset has so few examples, with so little redundancy, that if you take away one example, it is very likely

to remove the information you actually need in order to classi ple
T— e ———————— e e .

To ensure that you've gotten the right idea from each part of descrive_and_classify, there are six questions just below the function.

Boosting with Orange
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You may be able to do better by using AdaBoost over your Orange classifiers than you could do with any of those Orange classifiers by
themselves. Then again, you may do worse. That AdaBoost "doesn't verfit" is a somewhat conditional statement that depends a lot on
the particular classifiers that boosting gets its pick of. If some of the underlying classifiers tend to overfit, then boosting will greedily choose them
first, and it will be stuck with those choices for testing.

We have sct up a learner that uses the BoostClassifier from the first part, but its underlying classifiers are the Orange classifiers we were just
looking at. When you combine classifiers in this way, you create what's called an "ensemble classifier”. You will notice, as you run this new
classifier on the various data sets we've provided, that the ensemble frequently performs worse in cross-validation than some (or most) of its
underlying classifiers.

Your job is to find a set of classifiers for the ensemble that get at least 74% ¢ breast-cancer dataset. You may use any subset of
the classifiers we've provided. Put the short names of your classifiers into the list classifiers_for_best_ensemble. Classifier performance

appears to be architecture dependent, so you might be able to get to 74% with just one classifier on  your machine, but that won't be enough on
the server -- in this case, try to get even better performance at home. ==

N e e

Hints

Problems with the tester

If you try running the tester on Athena (without ssh'ing into linux.mit.edu, as mentioned near the top of this page), you're likely to get errors like

Test 22/22 (classifiers_for_best_ensemble): Error.

Fhile running the following test case: :

' classifiers_for_best_ensemble '

Your code encountered the following error: :

iTraceback (most recent call last):

' File "tester.py”, line 199, in test_offline !
answer = run_test((index, type, fn_name, getargs), get_lab_module()) ]

File "tester.py", line 101, in get_lab_module

raise ImportError, "Cannot find your lab; or, error importing it. Try loading it by running 'python labN.py' (for the appropriate valu

Fmportsr:cr: Cannot find your lab; or, error importing it. Try loading it by running 'python labN.py' (for the appropriate value of 'N').

]
ey L]

for every test case. If this is the case, use ssh -X <user>{@linux.mit.edu (where <user> is your Athena username) and then cd to the directory
containing your lab3 code and run the tester there.

Neural Nets

If you are having problems with getting your network to convergence on certain problems, try the following:

1. Change your random weight function to use random.randrange(-1,1) instead of random.uniform(-1,1). We've found that the former
produced weights that are more conducive to network convergence.

2. Order your weight initialization (i.e. calls to random_weight()) from the botfom-most weights to the top-most weights in you network.
While this ordering theoretically irrelevant, we've found that this ordering worked well in practice (in conjunction with 1 above). NN are
unfortunately quite sensitive to initial weight settings. .

3. Play around with the seed_random function to try different starting random seeds, although seeding the random function with 0 is what 5 [”r
worked for us.

4. If none of these work, try setting weights that are close to what you want in terms of the final expected solution.

(/CO\,U ((o b e o

If you find problems in the lab description or the code, please email 6034tas@csail.mit.edu to let us know!

Errata

Retrieved from "http://ai6034.mit.edu/falll 1/index.php?title=Lab_5"

= This page was last modified on 5 November 2011, at 03:05.
= Forsan et haec olim meminisse iuvabit.
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Part B (15 points)

You decide to try an alternative approach with the following data:

1504 -

Q
= + | |
£ +
L i Taeas Siveiey Rt e massasny
Q. s
5 y |
©
[(b] -
-D —
g- 50
£
(]
'I._..
(RS N Bty SRS NES
0 100 200 300 400 500

Length, seconds

To get a better understanding of how various kernels handle your new approach, you try all ten
v ‘HE, provided in the demonstration program. You discover, interestingly, that 6 of the 10 produce
[ éM‘ results that are just about indistinguishable, so only five different pictures are shown in the
g ‘s accompanying diagram. Fill in the fable below with the appropriate diagram label from the
’} 0 O@TW separate sheet containing SVM outputs. Note that 6 of your answers in the 10 boxes will be the
L same and 4 will be different from all the others.

(VI-V2+1) E euw_—ov:zn C
(VI-v2+1)’ C eﬂWT;VZH’ (
(vI-v2+1) C eﬂ_—wn u@ A
(vi-v2+1)* ( = b % D
(VI-V2+1) C ew @




D E

Part C (5 points)

Of the kernels tried in part B, one does not succeed in properly classifying all the examples.

Among the rest, identify the kernel that is likely to provide the worst results when applied to test
ata:

Why?
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Reference material and playlist

From 6.034 Fall 2011

Most of the readings come from Patrick Winston's Al textbook (third edition), which exists as a physical
book (http://www.amazon.com/Artificial-Intelligence-3rd-Winston/dp/0201533774/) , but is also available
on the internet (http://courses.csail.mit.edu/6.034{/ai3/) (and there's a table of contents here
(http://people.csail.mit.edu/phw/Books/AITABLE.HTML) ).

Topics and Playlist 2011

September | Day Topic Q;nz Playlist
7 Wed | What it's all about 1 This .COUId .
last time, Stones
Goal trees and symbolic integration (http://courses.csail.mit.edu R get it ifyou
2 Mon| /6 034/ai3/saint.pdf) i S o i
' albsattp Jimmy Cliff
14 Wed Goals and rule-based systems (pp.53-60) | Engineer's Song,
(http://courses.csail.mit.edu/6.034f/ai3/ch3.pdf) Chorallaries
19 Mon | Basic search (http://courses.csail.mit.edu/6.034{/ai3/ch4.pdf) 1 Searchin'’, Stones
23 Fri  |Optimal search (http://courses.csail.mit.edu/6.034{/ai3/chS.pdf) 1 Route 66, Stones
26 Mon|Games (http://courses.csail.mit.edu/6.034{7ai3/ch6.pdf) 2 e Only ROk A
Roll, Stones
28 Wed |Quiz 1 - -
_— Quiz .
October |Day Topic 4 Playlist
” Wed Constraints in drawings (http://courses.csail.mit.edu/6.034f ) I Can't Get No
7 /ai3/ch12.pdf) Satisfaction, Stones
5 Wed | Constraints in maps and resource allocation 2 vaint ILBlack;
Stones
Constraints in object recognition (http://courses.csail.mit.edu/6.034f AheFaci e ]
12 Wed ai3/ch26.pdf) 2 2 Saw your Face,
B Presley
14 Fri Nearest neighbor learning (http://courses.csail.mit.edu/6.034f % ABC song, Ray
/ai3/ch19.pdf) /Sleep (hitp://courses.csail.mit.edu/6.034(/sleep.pdl) 6 Charles et al.
Romanian national
17 Kl Identification tree learning (http://courses.csail.mit.edu/6.034( 3 anthem,
fai3/ch21.pdf) Desteapta-te
roméne!
19 Wed Neural net learning (http://courses.csail.mit.edu/6.034f . 19th Nervous
. /ai3/netmath.pdf) = Breakdown, Stones

12/6/2011 8:06 PM
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24 Mon | Genetic algorithms (http://courses.csail.mit.edu/6.034/ai3/ch25.pdf) |3 Lats spend fhe aignt
together, Stones
26 Wed |Quiz 2 - -
Learning in sparse spaces (http://courses.csail.mit.edu/6.803 5 You talk too much,
31 Mon ; 3
/pdfiyip.pdf) Peas
November | Day Topic Q:lz Playlist
Support-vector machines (http://courses.csail.mit.edu/6.034f Get a little help
2 Wed |/ai3/SVM.pdf) , SVM (and Boosting) Notes (http://ai6034.mit.edu 4 from my friends,
/falll1/images/SVM _and Boosting.pdf) Beatles
. Mlen Learning from near misses (http://courses.csail.mit.edu/6.0341 3 Imma Be Rocking
/ai3/ch16.pdf) that Body, Peas
Boosting (Winston and Ortiz notes) (http://courses.csail.mit.edu . 0
9 Wed |/6.0341f7ai3/boosting. pdf) , Boosting (Shapiri paper) 4 :EI §}531al%%f;11::, ke
(http://courses.csail.mit.edu/6.034{/ai3/msri.pdf) :
Selections from the
14 . Frames and representation (http://courses.csail.mit.edu/6.034f 4 Black Watch, aka
/ai3/ch9.pdf) The Ladies from
Hell
16 Wed |Quiz 3 - -
GPS, SOAR (http://courses.csail.mit.edu/6.034{7ai3/SOAR.pdf) ,
Subsumption (http://courses.csail.mit.edu/6.034f Tiite wsalia
21 Mon |/ai3/Subsumption.pdf) , Society of Mind (http://web.media.mit.edu |4 st f o
/~minsky/eb5.html) , Genesis (http://courses.csail.mit.edu/6.034f i ’
/ai3/Submitted.pdf)
A . Money, money,
23 Wed | The Al Business - ABBA
78 Mon Probabilistic inference I (http://courses.csail.mit.edu/6.034f 5 Oh No, Not You
/ai3/bayes.pdf) Again, Stones
Probabilistic inference 1l (http://courses.csail.mit.edu/6.034f Tumbling Dice,
30 Wed |, . 5 _
/ai3/bayes.pdf) Stones
December | Day Topic Q;lz Playlist
Watching the brain at work, less than you want to know
5 Nisii (http://courses.csail.mit.edu/6.034f/ai3/Kanwisher2010.pdf) 5 Ha Po—
Watching the brain at work, more than you want to know FEPY
(http://web.mit.edu/bes/nklab/publications.shtml)
7 Wed [Quiz 4 s i

Retrieved from "http://ai6034.mit.edu/falll 1/index.php?title=Reference material and playlist"

= This page was last modified on 6 December 2011, at 21:33.
= [“orsan et haec olim meminisse iuvabit.
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6.034 Quiz 4
December 2, 2009

Name

email

Circle your TA and recitation time (fOl‘ 1 pOil’lt), so that we can more easily enter your score in
our records and return your quiz to you promptly.

TAs Thu Fri

Erica Cooper Time—| Instructor Time ||Instructor

12-1 | Gregory Marton | |1-2 [|Randall Davis

Matthew Peairs
1-2 Berwick/Marton 2-3 Randall Davis

Lisa Fisher 2-3 Berwick/Marton 3-4 ||Randall Davis
Mark Saifter 3-4 Berwick/Marton
Yuan K. Shen

Jeremy Smith

Olga Wichrowska

Problem number ||[Maximum || Score ||Grader

1 49 \

2 50 | |

Total 100

There are 10 pages in this quiz, including this one. In addition, tear-off
sheets are provided at the end with duplicate drawings and data. As
always, open book, open notes, open just about everything.
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Problem 1: Bayesian Inference (49 points) (7!

Part A: Bayes Nets (30 Points)

M H R
F 0.7 0.1
T 0.8 0.3

M \% z

F F 0.01

F T 0.4

T F 0.5

T T 0.6

You decide to use Bayes Nets to help you explain recent sightings of Zombies on campus. In your net
you define the following variables:

M = A Magical spell was cast { T, F }

V = There is a Viral outbreak of HIZ1 {T, F}

H = You see a Hippogriff (a magical creature) {T, F }

Z = You see a Zombie { T, F}

R = You see Time tRavelers in hazmat suits trying to contain the viral outbreak. {T, F }

Using this Bayes Net, answer the following questions:

Al (3 points): What is the probability of NOT seeing a Zombie given that NO magic spell has been
cast and there is NO viral outbreak? Write down the probability you are computing and give an
numeric answer.




A2 (3 points): Joint Probability: What is the probability of the following state of the world?
P(M=T, H=T, Z=T, V=T, R=T)  Give an expression in terms of the probabilities that can be

directly read from the network. You need not compute the final numeric answer.

A3 (4 points): What is the probability of seeing a Zombie given that there is a viral outbreak?
P(Z=T | V=T)

Give an expression in terms of probabilities read from the network. You need not
compute a final numeric answer.

A4 (6 points): What is the probability of seeing a Zombie? P(Z=T) Give an expression in terms of
probabilities read from the network. You need not compute a final numeric answer.




A5 (8 points): What is the probability of a Viral outbreak if you see a Zombie? P(V=T | Z=T): Give
an expression in terms of probabilities read from the network and/or probability computed from
a previous questions. You need not compute a final numeric answer.

A6 (6 points): Write inequalities to give an ordering to these probabilities from smallest to largest
P(V=T| Z=T), P(V=T | Z=T, M=F), P(V=T | Z=T, M=T).




Part B: Naive Bayes (19 Points)

You decide to create a Naive Bayes classifier to distinguish Zombies from MIT students.

You survey Zombies and Healthy MIT students based on the following true and false questions:
W — Do you wear tattered clothes?
S —Do you get very little sleep?

N — Do you often venture out at night?

B — Do you enjoy a healthy diet of human brains?
Your survey returned the following data set:

W = True S =True N = True B =True # surveyed
Zombie 6 8 9 9 10
Non-Zombie 10 15 12 1 20

B1 (9 points):

Draw the Bayes net (with all CPT tables filled in) for your Naive Bayes Classifier.




B2 (10 points): You decide to test your classifier on Eric. He has the following characteristic:

He is a night owl (likes to go out late into the night). He wears old and tattered clothes, and
because of his classes he gets very little sleep. He admits liking the occasional Kidney Pie, but he
would never ever eat human brains.

What is Eric according to your classifier? (Circle one)

Healthy Zombie Can't be determined

To get full credit, you must show your calculations:
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Question 2: Boosting (50 Points)

After graduating MIT, you get a job working for Van Helsing and Summers, a famous vampire hunter
consulting agency. Gabriel Van Helsing, one of the two founders, once attended several 6.034 lectures
as a guest, and he remembers Professor Winston's Vampire Identification Tree lecture. He assigns you
the task of creating a superior classifier for vampires by using boosting on the following data.

Vampires:
ID Name Vampire| Evil Emo | Transforms | Sparkly # Romantic ID
Interests
1 |(Dracula Y Y N Y N 15 1
2 |Angel h§ N Y Y N 5 2
3 |Edward Cullen 'Y N Y N Y 1 3
4 |Saya Otonashi |Y N x N N 3 4
5 |Lestat Y N Y N N 5 5
de Lioncourt
6 |Bianca St. Y Y N ¥ IN 5 6
Claire
7 |Mircalla Y Y N Y N 5 7
Karnstein
8 |Sailor Moon [N N N Y Y 1 8
9 | Squall N N Wi N N 1 9
Leonhart
10 |Circe N N N N N 5 10




Part A (10 points)

To make it easier for yourself, you first determine for each possible classifier (including the classifiers
True and False which mean that everyone is a Vampire or not a Vampire, respectively), which of the
data points would be misclassified. For example, for the first classifier, the one that says a person is a
vampire if he is Evil (and not a vampire if not evil) the classifier is wrong on sample 2, 3, 4, and 5. We

have given each classifier a name to make it easier for you to refer to them.

Classifier Test Value Misclassified
A Evil Y 223,415
B Emo o
C Transforms 4 gL MR
D Sparkly i1 f Z, i{ 56,79,
E # of Romantic interests |> 2 W ? ,f {f) &7
F # of Romantic interests |> 4 i
G TRUE YN v
H Evil N
I Emo N el
J Transforms N
K Sparkly N
L # of Romantic interests |< 2
M # of Romantic interests |< 4
N FALSE

W‘AZ/{ rw/ Y
/ ﬂ) r ‘;;/r,

vy

(}’{' (U,ﬁi

avm,
7 )
v l M

Part B (5 points)

Again to help yourself later, only 6 of these classifiers would ever be used because the other 8 make all
the same errors as one of the other classifiers and then make additional errors. Cirele the 6
above that you would consider using. If you are sum the right 6, you don't have to

waste your time with any of the others in Part C.



Part C (15 points)

Now you are ready to perform Boosting on the collected Vampire dataset. Fill in the following blanks
for the weights, classifiers, errors, and alphas of the first three rounds of Boosting. If there is ever a

. tie, break it by choosing the classifier that is higher on the list in Part A. Remember to only use the
?l classifiers you circled in Part B.
{

\ }f Round! Round 2 Round 3
L Vi T3 [ [ILF v Hg
e /Y Vg
w3 q/16 [In J/ G
= \, 729 L
5 R /%
w [ 11 Y~ g
it | WD z//?
w8 , /27 L/24
§ ! ¥ i
Ak _ e My
1 N o =y
T £ E 019 L f o
o (018 W 2 7 -
ad\gﬁ 6 W 1‘,@( 18 /
%, 1) KR
M %, (i‘ifﬁ) ‘ﬁ 2 b C‘-f/kflﬁ) _
7 Vot b oo cld p 100
é\v\.r (QaL Lﬁﬂ M ;; ( bon ‘f,n

Part D (10 points)
Wl}\atlls the final classifier you find when&;fﬁf'om thr’ee rounds‘U‘%oostmg e m‘: '? = ?
A oo Wit ,.;{
62@”@% T’\’; M [/7 f 0 /fﬁ]'f = 7 [ﬁ7> /u/b‘}oﬁwc

How many of tl’( data pomts does j?t(ur final c[a551ﬁer claSSlfy correctly"

€fwu'

{‘Té’WM{MM@/
I | -9
‘ 1

l(\9 Lﬂrg ( (
50 fora Luh er‘ | of Mckwiﬁf v Yo (/ qhww

Sum ot “p DC 0 thea Ves s wamp!, cififis
LO e /'Df‘ Y | F‘E \\M/




Part E (10 points)

Wesley Windham-Pryce, a fellow consultant, has noticed a few correlations between some of the
classifiers you used, and so he suggests using a new set of weak classifiers consisting of each pair of
your original weak classifiers logically ANDed or ORed together (so for instance, two of the new
classifiers would be "Emo=Y OR Evil=Y" and "Sparkly=N AND Transforms=Y"). He believes that
you will be able to classify large vampire datasets more quickly and with fewer rounds of boosting
using his system. Do you agree or disagree with Wesley? Explain your argument briefly and
precisely.

10



Tear off sheet—you need not hand this in.

ID Name Vampire| Evil Emo |Transforms| Sparkly # Romantic D
Interests

1 |Dracula Y N Y N 1

2 |Angel X b Y N 2

3 |Edward Cullen |Y Y N Y 3

4 |Saya Otonashi |Y Y N 4

5 |Lestat Y Y N N 5
de Lioncourt

6 |Bianca St. Y N Y N 6
Claire

7 |Mircalla Y- N Y 7
Karnstein

8 |Sailor Moon |N N Y 8

9 |[Squall N Y N N 9
Leonhart

10 |Circe N N N N 10

11
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0.7

0.8

0.1

0.3




6.034 Quiz 4 Problem 1: Bayesian Inference (49 points)
December 2, 2009

Name OLD sSc¢ ’an H PartA: B‘ﬁe@"ﬁr $ooremts) 4 O
email q W o T

Circle your TA and recitation time (for 1 point), so that we can more easily enter your score in
our records and return your quiz to you promptly.

TAs Thu Fri T .
Erica Cooper Time  Instructor Time Instructor F 07 bh
12-1  Gregory Marton  1-2  Randall Davis T |08 0.3

Matthew Peairs

1-2 Berwick/Marton  2-3  Randall Davis IVEEY; 7
Lisa Fisher 2-3 Berwick/Marton  3-4  Randall Davis F F 0.01
Mark Seifter 3-4 Berwicls/Marton _'; Z g:;
Yuan K. Shen T |T |06
Jeremy Smith ;’Y:: geeg:ﬂ:&i Ué‘;[?:ﬁj:‘;; ?::a;ct!el;?lp you explain recent sightings of Zombies on campus. In your net
Fligp Wichoomei V= Thieo s Veal outrak of 123 {T,F)

H = You see a Hippogriff (a magical creature) { T, F }
Z = You see a Zombie { T, F}

Problem number Maximum Score Grader 4 . .
R = You see Time tRavelers in hazmat suits trying to contain the viral outbreak. {T, F }

1 49 Using this Bayes Net, answer the following questions:
2 50
Total 100 " ae g e 5 i
Al (3 points): What is the probability of NOT seeing a Zombie given that NO magic spell has been
cast and there is NO viral outbreak? Write down the probability you are computing and give an
There are 10 pages in this quiz, including this one. In addition, tear-off numeric answer.
sheets are provided at the end with duplicate drawings and data. As
always, open book, open notes, open just about everything,
Pz=F| MF, v=F)= 1- 001 |07 | i




A2 (3 points): Joint Probability: What is the probability of the following state of the world?
P(M=T, H=T, Z=T, V=T, R=T)  Give an expression in terms of the probabilities that can be

diI'ECﬂy read from the network. You need not compute the final numeric answer.

P M=T, H=T, 25T, V=TR=T) =

]

01-0.2- 0% 0.6-0.3

0.002%8 ;

"

l
A3 (4 points): What is the probability of seeing a Zombie given that there is a viral outbreak?
P(Z=T | V=T)

Give an expression in terms of probabilities read from the network. You need not
compute a final numeric answer,

;P(Z:TI VeT) = P(ZT | M=T, v=T) p(u- T)
+ Plz=T| M-F,v=7) P(H-F)

f =040 +D.¢r-([-vo.l)~=o.<}—;_
l

A4 (6 points): What is the probability of seeing a Zombie? P(Z=T) Give an expression in terms of
probabilities read from the network You need not compute a final numeric answer.
|
P(2=T) = P(2=T|M=F,v=F) P(HF) plv-F)
| ¥ P(Z=T) HoBv-T) P (MeP)ROV-T)
t P(z=7 | Mer,v=F) P(M=T) PLU=F)
P RE T MV P p(v-T)

=0.0) (0.99)(1-0.2)+ 0.4(1-0.1) (p. 2) +o.5(0.1)(1-02)+ 0.60.10
(= 01312 |

= PCH=T) p0V-T) RUHST | M=T) PLzoT) HoT, o 1) Pfeﬂllrﬂ)

AS5 (8 points): What is the probability of a Viral outbreak if you see a Zombie? P(V=T | Z=T): Give
an expression in terms of probabilities read from the network and/or probability computed from
a previous gquestions. You need not compute a final numeric answer, .

PY=T |zo)= HETIVED) pliem)
Plz-1) . . o312

P(Z=T{ y=T) T A37] POVET) fromcPT
F(2‘:T) Lf"nﬂn A ‘f]

"
o
o-‘
=
(=]
S | S

A6 (6 points): Write inequalities to give an ordering to these probabilities from smallest to largest
P(V=T| Z =T), P(V=T | Z=T, M=F), P(V=T | Z=T, M=T).

PO=TI2=T,u=T) < plyv-T)2=T) < F(v=ﬂz——T,M-F)j
"ertwr“mz"E)(ﬂaininQ aww-a" — wehave fuo Competing caunsw '
frzombies (2), \oond M, Knawiay Fhak M=T malss 1
The viral o [ess [tk Cless fhom wel femsia abe? i) 1
A
S'r»{ailwbo, knawig thad  M=F malees , Vien| canr, mant
“L/.,;_lﬁ, becawst M § naw he SI‘% neMainey  Cocdor .
You can also prve fhis MMCQ-ILZJLJ bt fhe intedtim of fiis Qursto
15 €s weagom fhe ansuer oot n'afu'l‘hb"tb wsry " Explaniy A""“ﬁ"'

Nurerical sulin:
PCveTlz=T, M=p)= (27T WH-F VeT) POt IME) Jpr2nt Jusp)
QY v.2 /. 088 =0.909)
YT (227Y = P(z=TlveTd - py=T) /pcz=T)
= 0.492 0.2 /0.13]2 =0.(4D2
PlveTlzeT,M=1) = plz=T) V=T, veT) pV=TI M=T) | plz=T)H-T)
4 =06 -02/052 =2 p.2307



Part B: Naive Bayes (19 Points)

You decide to create a Naive Bayes classifier to distinguish Zombies from MIT students.
You survey Zombies and Healthy MIT students based on the following true and false questions:

W - Do you wear tattered clothes?
S —Do you get very little sleep?
N - Do you often venture out at night?

B - Do you enjoy a healthy diet of human brains?

Your survey returned the following data set:

s

I'Z S
=z g/rc)
| N.Z. |52

\O/zo’“@

W = True S =True N =True B =True # surveyed
Zombie 6 '8 9 9 10
Non-Zombie |10 15 12 1 20
B1 (9 points):
Draw the Bayes net (with all CPT tables filled in) for your Naive Bayes Classifier.
Z HNaz

o !

-3 phs fn ity Rt
cpTy)

( byt f=r

meth)

B2 (10 points): You decide to test your classifier on Eric. He has the following characteristic:

He is a night owl (likes to go out late into the night). He wears old and tattered clothes, and
because of his classes he gets very little sleep. He admits liking the occasional Kidney Pie, but he
would never ever eat human brains.

What is Eric according to your classifier? (Circle one)

(@ Zombie Can't be determined (2({15 )

To get full credit, you must show your calculations:

P(2=T1 ST, N-TweT, BF) X P(S=Th27) plwer 2o |
PwT122T) plo=Flz-T)p(z=T) |

6 .
B |

\

15

00!\{—35 Swmﬂsnzﬁb;@

s
P(2=Fl s=7, N=T, =T, 8-F) ot Pl=T|2=F) p(N=T| 2= F)
P(w=T | 2-F) 9(B<F |2=F) p(2=F)
= 12,15 2 (_ 1Y 20
D 30

20 20 30
E ooilyrs
ifc\rgma,x 7 *—"/‘\Z“Fﬁ whiel imples Edcis & Norzombie |
G'Ml heate hea H’L‘a (2"_(5 fn o ma

retio boscd conclusim )



Question 2: Boosting (50 Points)

After graduating MIT, you get a job working for Van Helsing and Summers, a famous vampire hunter

consulting agency. Gabriel Van Helsing, one of the two founders, once attended several 6.034 lectures
as a guest, and he remembers Professor Winston's Vampire Identification Tree lecture. He assigns you
the task of creating a superior classifier for vampires by using boosting on the following data.

Vampires:
1D Name Vampire| Evil Emo |Transforms| Sparkly # Romantic ID
Interests

1 |Dracula Y N Y N 1

2 |Angel Y Y N 2

3 |Edward Cullen|Y N Y 3

4 |Saya Otonashi |Y X N 4

5 |Lestat Y N N 5
de Lioncourt ' :

6 |BiancaSt. |Y Y 6 |
Claire

7 |Mircalla Y Y 7
Karnstein

8 |Sailor Moon [N N Y 8

9 |Squall N N N N 9
Leonhart

10 |Circe N N N 10 .

Part A (10 points)

To make it easier for yourself, you first determine for each possible classifier (including the classifiers
True and False which mean that everyone is a Vampire or not a Vampire, respectively), which of the
data points would be misclassified. For example, for the first classifier, the one that says a person is a
vampire if he is Evil (and not a vampire if not evil) the classifier is wrong on sample 2, 3, 4, and 5. We
have given each classifier a name to make it easier for you to refer to them.

Classifier Test Value Misclassified
A) Rl Y. . [23,4:5
( Emo Y JLéeaa
(C) Transforms Y 2,4,5%
D Sparkly X 1,294,686, G)?-r%
E # of Romantic interests |> 2 3,10
F # of Romantic interests |> 4 3,4,(0
EG TRUE 8} q;) o
H Evil N 1161—?’!8}?1)0
I Emo N 2,3,4,5,8, 10
J Transforms N I, 2,6,73,10
L Sparkly N 2+ 3590
L # of Romantic interests |< 2 Vi 2, %5628, 9 '
M # of Romantic interests |< 4 i O, BT 850
N FALSE le2,3,4,5,4,%
Part B (5 points)

Again to help yourself later, only 6 of these classifiers would ever be used because the other 8 make all
the same errors as one of the other classifiers and then make additional errors. Circle the 6

above that you would consider using. If you are sure you have the right 6, you don't have to
waste your time with any of the others in Part C,



Part C (15 points)

Now you are ready to perform Boosting on the collected Vampire dataset. Fill in the following blanks
for the weights, classifiers, errors, and alphas of the first three rounds of Boosting. If thereis ever a
tie, break it by choosing the classifier that is higher on the list in Part A, Remember to only use the
classifiers you circled in Part B.

Round 1 Round 2 Round 3
wl Yie b e
w2 ‘/w 16 ‘/'}.‘}
w3 s 2% (= 7) 7
wé y]o [T l/'2—‘i'
(WS ‘/n %‘v 2.4
w6 Jio e’ B
|w7 Ao Pt P
w8 Ho 'l/l,év ‘/2,4
w9 ) \0 %é /‘ﬁ
wl0 Mo 7 " >
3 E B A
" Ye V4 /24
T
;u % In Y '{2. n3 't_i In ( Li'

Part D (10 points)

What is the final classifier you find when performing three rounds of Boosting:

;'s:ﬁn[*im[g;\ «Lwalel +Ln ;:A:x] |

How many of the data points does your final classifier classify correctly?
]

1 )

Part E (10 points)

Wesley Windham-Pryce, a fellow consultant, has noticed a few correlations between some of the
classifiers you used, and so he suggests using a new set of weak classifiers consisting of each pair of
your original weak classifiers logically ANDed or ORed together (so for instance, two of the new
classifiers would be "Emo=Y OR Evil=Y" and "Sparkly=N AND Transforms=Y"). He believes that
you will be able to classify large vampire datasets more quickly and with fewer rounds of boosting
using his system. Do you agree or disagree with Wesley? Explain your argument briefly and
precisely. .

.
N -

FU"‘CQ-G-'ME“-{'&SD-B this kind of cowmbinafion 5 what boocting does
QO wsing, @ we e Iinear combination of o classifers Lappeng)
with a Pe_rcql‘lfvﬂ- Giﬁ'mb these Comb?m+:'m +fo "mi{'i;\ﬂb ﬂﬂ"-s it t’—#.ec-ﬁ.\re(
Ro Ewe rouedls in ome, but opofnb cacl, rmol corfs () clossificr evaluek:
For eack D'Pefﬂ-r""ﬂ‘-. Lo “Pewer rounds? Mes, are 1UI'C"[5/J o
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6.034 Quiz 4
1 December 2010

Name

email

Circle your TA and recitation time, so that we can more easily enter your score in our records and
return your quiz to you promptly.

TAs
. . Thu Fri

Martin Couturier
Time Instructor Time ||Instructor

Kenny Donahue 1-2 Bob Berwick 1-2 ||Randall Davis
2-3 Bob Berwick 2-3 |IR i

Bobby Keys ob Berwic andall Davis
3-4 Bob Berwick 3-4 Randall Davis

Gleb Kuznetsov

Kendra Pugh

Mark Seifter

Yuan Shen

Problem number || Maximum | Score ||Grader
1 50 |

2 50

Total 100

There are 9 pages in this quiz, including this one, but not including blank
pages and tear-off sheets. Tear-off sheets are provided at the end with
duplicate drawings and data. As always, open book, open notes, open just
about everything, including a calculator, but no computers.



Problem 1: SVMs (50 points)

After reading too much Lord of the Rings, you wake up to find yourself in Middle Earth. You decide
the most relevant thing to do is to classify the different races around you.

Part A: Distinguishing Dwarves from Humans (38 points)

You meet 2 dwarves (+) and 3 humans (-) and realize that they have distinguishing features: beard
length (x) and height (y). You plot these data points on a grid. Being an expert in SVMs, you decide to
start off on an epic journey of classification.

P

Y bore U5 (tuldfio

1/'

/
d

/// % ? ?///
/
Coexadl, Sue o n’g{[/ Jod

A1 (7 points) )5

Draw the decision boundary on the graph above and clearly label positive and negative gutters, and
circle all support vectors.

What is the width of the road/margin?

ngs




A2 (12 points)

Compute # and b in the decision boundary A (%)=#-%+5=0
for the SVM solution to part Al.

Show your work here.

2
Il



A2 (10 points)

Calculate the weights (alphas) of each data point.
Show your work here.

a; =
a =
az =
ay =

as =

A3 (9 points)

What will be the alpha of a new negative point 6 placed at (0, 6)?

What will be the alpha of a new negative point 6 placed at (0,0)?

Supposed we moved point 3 to (4, 2), how will the magnitude of the alpha 3 change?
Circle one:
Larger  Smaller Same



Part B: Distinguishing Kernels (12 points)

Back in his lab, Gandolf has been hacking on some kernels in preparation for greater classification
adventures. For each of the following, indicate YES or NO whether the kernel can be used to perfectly
classify the test points, and if YES skefch the decision boundaries and gutters (the street)

such a classifier might produce and circle which data points are support vectors.
Note that because of symmetry, more than one answer may be possible for one or more cases.

K@9)=av+1} e Fiiads

Nl
7 [V et (¢
(5 (v o ! 99]?5&5 s
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Problem 2: Boosting (50 points)

After wearing Sauron's ring for several months, Frodo is rapidly losing his sanity. He fears that the ring
will interfere with his better judgement and betray him to an enemy. To ensure that he doesn't put his
trust into enemy hands, he flees Middle Earth in search of a way to classify his enemies from his
friends. In his travels he had heard rumors of the magic of Artificial Intelligence and has decided to hire
you to build him a classifier, which will correctly differentiate between his friends and his enemies.

Below is all of the information Frodo remembers about the people back in Middle Earth.

ID |Name Friend |Species |Has Part of the |Has/Had a Length of
Magic |Fellowship | ring of power |hair (feet)

1 Gandalf  |Yes Wizard | Yes Yes No 2

2 Sarumon |No Wizard Yes No No 25

3 Sauron No Wizard | Yes No Yes 0

4 Legolas Yes EIf Yes Yes No 2

5 Tree-Beard | Yes Ent No No No 0

6 Sam Yes Hobbit  |No Yes No 0.25

7 Elrond Yes Elf Yes No Yes 2

8 Gollum No Hobbit No No Yes 1

9 Aragorn | Yes Man No Yes No 0.75

10 | Witch-king \No Man Yes No Yes 2.5

of Angmar




Part A: Picking Classifiers (10 points)

A1 (6 points)

The data has a high dimensionality and so rather than trying to learn an SVM in a high dimension space
you think it would be a smart approach to come up with a series of 1 dimensional stubs that can be used
to construct a boosting classifier. Fill in the classifier table below. Each of the different classifiers are
given a unique ID and a test returns +1 (friend) if true and -1 (enemy) if false.

Classifier Test Misclassified
A Species is a Wizard

B Species is an EIf 1,5,6,9
C Species is not a Man

D Does not have magic 1,4,7,8
E Is not part of the Fellowship

F Has never owned a ring of power 2.7

G Hair <= 1ft

H Hair<=2 ft

I Friend 2,3,8,10
J Enemy

A2 (4 points)

Looking at the results of your current classifiers, you quickly see two more good weak classifiers
(make fewer than 4 errors). What are they?

Classifier

Test

Misclassified

K

L




Part B: Build a Strong Classifier (30 points)

B1 (25 points)

You realize that many of your tests are redundant and decide to move forward using only these four
classifiers:{B, D, F, I}. Run the Boosting algorithm on the dataset with these four classifiers. Fill in the
weights, classifiers, errors and alphas for three rounds of boosting. In case of ties, favor classifiers that

come first alphabetically.

Round 1

Round 2

Round 3

wl

h3=

w2

Err=

w3

w4

w5

wo

w7

w8

w9

wl0

Err(B)

Err(D)

Err(F)

Err(I)




B2 (5 points)

What is the resulting classifier that you obtain after three rounds of Boosting?

H(x) =

Part C: Boost by Inspection (10 points)

As you become frustrated that you must have picked the wrong subset of classifiers to work with, one
of the 6.034 TA's, Martin, happens to walk by and sees your answer to part Al. He reminds you why
the boosting algorithm works and then tells you that there is no reason to actually run boosting on this
dataset. A boosted classifier of the form:

H(x) = Sign[h(x) + hz(x) + h3(x)]

can be found which solves the problem. What three classifiers {h; h, hs;} is Martin referring to, and
why is the resulting H(x) guaranteed to classify all of the points correctly?




Tear off sheets. You need not hand these in.

Y

b s GG
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ID |Name Friend |Species |Has Part of the |Has/Had a Length of
Magic |Fellowship |ring of power |hair (feet)

1 Gandalf | Yes Wizard  |Yes s No 2

2 Sarumon |No Wizard | Yes No No 25

3 Sauron No Wizard | Yes No Yes 0

4 Legolas Yes EIf Yes Yes No 2

5 Tree-Beard | Yes Ent No No No 0

6 Sam Yes Hobbit  |No Yes No 0.25

7 Elrond Yes EIf Yes No Yes 2

8 Gollum No Hobbit  |No No Yes 1

9 Aragorn | Yes Man No Yes No 075

10 | Witch-king |No Man Yes No Yes 2.3

of Angmar

12
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There are 9 pages in this quiz, including this one, but not including blank
pages and tear-off sheets. Tear-off sheets are provided at the end with
duplicate drawings and data. As always, open book, open notes, open just
about everything, including a calculator, but no computers.

Problem 1: SVMs (50 points)

After reading too much Lord of the Rings, you wake up to find yourself in Middle Earth. You decide
the most relevant thing to do is to classify the different races around you.

Part A: Distinguishing Dwarves from Humans (38 points)

You meet 2 dwarves (+) and 3 humans (-) and realize that they have distinguishing features: beard
length (x) and heng:t (). You plot these data points on a grid. . Being an expert in SVMs, you decide to
start off on an epic journey of classification.

x
Y o
5 7 = ‘W\D
i 7 £ @b\b&)@’d
K r .
Y i
4 7 "
/ /
- ] Pt
. ,h"} s’
2 T y
7 / )
LA
/ v
/7 G . x
1434 ? /8
A1 (7 points)

Draw the decision boundary on the graph above and clearly label positive and negative gutters, and
circle all support vectors,

What is the width of the road/margin?

JRp) ( must be consstert with yeur p 'd”@




A2 (12 points)

Compute # andb in the decision boundary A (#)=#-Ti+b=0
for the SVM solution to part A1, =

Show yc;ur work here.
%SX~1 "= % = Z\F}_
¥ "tﬁ =2 2 “ W

ChA~tA-2e3 0, ¢

4

]
LA e
—

A2 (10 points)

Calculate the weights (alphas) of each data point.
Show your work here.

i 0
LZo(Lk\S;i‘,;: N

b oy (3] + oy (1) [ﬂ = -1’;:1

-3z 4 Bely v I/
“Zxy+ oy - -l/5

- 3= Ky = Uy

a= 0
a = O
a = I/Lf

A3 (9 points)

What will be the alpha of a new negative point 6 placed at (0, 6)?

0

‘What will be the alpha of a new negative point 6 placed at (0,0)?

0

Supposed we moved point 3 to (4, 2), how will the magnitude of the alpha 3 change?

Clrgle one:
Smaller  Same



Part B: Distinguishing Kernels (12 points)

Back in his lab, Gandolf has been hacking on some kernels in preparation for greater classification
adventures. For each of the following, indicate YES or NO whethier the kernel can be used to perfectly
classify the test points, and if YES sketch the decision boundaries and gutters (the street)
such a classifier might produce and circle which data points are support vectors.
Note that because of symmetry, more than one answer may be possible for one or more cases.

K(-ﬁ; F‘;)z-&'-ﬁ

s (o)

¥ ) ///\, /, '/;\.C.r'h
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Problem 2: Boosting (50 points)

After wearing Sauron's ring for several months, Frodo is rapidly losing his sanity. He fears that the ring
will interfere with his better judgement and betray him to an enemy. To ensure that he doesn't put his
trust into enemy hands, he flees Middle Earth in search of a way to classify his enemies from his
friends. In his travels he had heard ramors of the magic of Artificial Intelligence and has decided to hire
you to build him a classifier, which will correctly differentiate between his friends and his enemies.
Below is all of the information Frodo remembers about the people back in Middle Earth.

ID |[Name Friend |Species |Has Partofthe |[Has/Hada Length of
Magic |Fellowship |ring of power |hair (feet)

1 Gandalf (Yes Wizard lYea Yes No 2

2 Sarumon  |No Wizard | Yes No Nt:J - 125

3 Sauron  |No Wizard  |Yes No Yeé 0

4 Legolas Yes EIf Yes Yes No 2

5 Tree-Beard | Yes Ent No No No ‘|10

6 Sam Yes Hobbit  [No Yes No 0.25

7  |Erond [ves  [EIf Yes  |No Ya 2

8 Gollum No Hobbit |No- No Yes 1

9 Aragom | Yes Man No Yes No 0.75

10 |Witch-king |No Man Yes No Yes 25

of Angmar




Part A: Picking Classifiers (10 points)

A1 (6 points)

The data has a high dimensionality and so rather than trying to learn an SVM in a high dimension space
* you think it would be a smart approach to come up with a series of 1 dimensional stubs that can be used
to construct a boosting classifier. Fill in the classifier table below. Each of the different classifiers are

given a unique ID and a test returns +1 (friend) if true and -1 (enemy) if false.

Classifier  |Test Misclassified
A Speciesisanrd 5‘3'4 5—@79
e/ U 2402, 1,
B Species is an EIf 1,5,6,9 v
C Species is not a Man 2 3 % r_l
2900y
D Does not have magic 1,4,7,8
B Is not part of the Fellowship ]
349,994
(9772 1,2, 4, 7, L)
F Has never owned a ring of power 2,7
G Hair <= 1ft :
t’ 5’] qn’ 71 g
H Hair<=2 ft
39
I Friend 2,3,8,10
J Enem
y L4,5,6,7,9
A2 (4 points)

Looking at the results of your current classifiers, you quickly see two more good weak classifiers

(make fewer than 4 errors). What are they?

Classifier | Test Misclassified
I ) .
S?En £5 15 MOT pizard L%.10
L
L5 Qack of Fz‘:}{nu.Jshilp 8:4

Part B: Build a Strong Classifier (30 points)

B1 (25 points)
You realize that many of your tests are redundant and decide to move forward using only these four
classifiers:{B, D, F, I}. Run the Boosting algorithm on the dataset with these four classifiers. Fill in the
weights, classifiers, errors and alphas for three rounds of boosting. In case of ties, favor classifiers that

come first alphabetically.
" |Round 1 Round 2 Round 3
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B2 (5 points) Tear off sheets. You need not hand these in.
What is the resulting classifier that you obtain after three rounds of Boosting?

=5

(x) = .
Sjn@a \n 1) Flx) *(”a\lﬂ 3) BlY) a—(‘/a In L.?')'L{x)

| <
Part C: Boost by Inspection (10 points) 4
As you become frustrated that you must have picked the wrong subset of classifiers to work with, one
of the 6.034 TA's, Martin, happens to walk by and sees your answer to part Al. He reminds you why =
the boosting algorithm works and then tells you that there is no reason to actually run boosting on this r=J
dataset. A boosted classifier of the form: 3
H(x) = Sign[hu(x) + hy(x) + hy(x)] 2 1 5
b |
olls

can be found which solves the problem. What three classifiers {h,, by, hy} is Martin referring to, and
why is the resulting H(x) guaranteed to classify all of the points correctly? .

ks, hs3 2§ 6 F 13 2393567
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K (a) v)=e“(m_$l)2l2

YES NO

Part of the

ID |Name Friend |Species |Has Has/Had a Length of
¥ Magic Fe},ﬁwslﬂp ring of power |hair (feet)
1 Gandalf | Yes Wizard | Yes Yes No 2
2 Sarumon (No Wizard | Yes No = No 25
3 Sauron No Wizard  |Yes No Ye; 0
4 Legolas' | Yes Elf Yes Yes ﬁo 2
5 Tree-Beard | Yes Ent No No No ﬁi 0
6 Sam Yes Hobbit |No Yes No m\‘_ 025
7 EIr'm:ld Yes . Elf Yes No Yes 2
8 'Gollum |No Hobbit [No No Yea_ 1
A;ngorn Yes Man No Yes No 0.75
.10 | Witch-king [No Man  [Yes  |No Yes T
‘of Angmar | -




Tear-off sheet; you need not hand in this page.

°roblem 1, Part A
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Problem 2

Person

Fighting

Style

1 | Link | +1 Ranged : Poinfy = iaYes Medium e

2 | Arwen +1 Melee Pointy No Medium

3 | Legolas |+ Ranged  |Pointy  |No Medium
.| 4 | Dobby +1 Ranged Pointy Yes Small

5 | ChristmasEIf |+ None Pointy | Yes Small

6 | Fran -1 Ranged Round Yes Medium

7 |GreenArrow |1 Ranged Round | No Medium

8 | Gizmo -1 None Pointy No Small

Classifier  Test Misclassified

a Fighting Style = Melee

b Fighting Style = Ranged

c Fighting Style = None

d Ears = Pointy B

e Magic = No

f Size = Medium

g True

Classifier ~ Test Misclassified

i 2,3, 6

j 5,07
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6.034 Quiz 4
December 7, 2011

Name m chael P[ U loy

Email h d rl,,flu

Circle your TA and recitation (for 1 extra credit point), so that we can more easily enter
your score in our records and return your quiz to you promptly.

Avril Kenney * Thu. 1-2, Bob Berwick

Adam Mustafa Thu. 2-3, Bob Berwick
C

Krakauer Thu 3. 4 Bob Berwxck

Erek Speed’
Fri. 12 Randall Dav1s
Gary Planthaber
Fri. 2-3, Randall Davis
Mick Taylor
Pater Bl Fri. 3-4, Randall Davis
Tanya Kortz
Problem Maximum Score Grader
y 4 45 D o A M
_‘_\ ‘) \ . l
3 10 WA A
Extra Credit 1 \ 1R
Total 101 s 5 b
f

There are a total of 13 pages in this quiz not including one or more tear off sheets that may
be provided at the end with duplicate drawings and data. As always, open book, open notes,
open just about everything, including a calculator, but no computers.



Problem 1: SVMs (45 points)

Part A: Linear kernels (22 points)

Your good friend, Khan Fusion, tells you about a binary classification technique known as a
support vector machine, which appears to be all the rage among computer scientists these days.
Unfortunately, Khan is a busy man, and so he could only spend 50 minutes giving you a
whirlwind tour to the complex world of SVMs. Eager to see if you're on the right track, you
create the following toy classification problem and solve it using an SVM to get a feeling for
how it works:

-1

N oy
a3 .
-4 5 6
-5

-3 =4 =3 <3 -1 0 1 .2 3..4.5

A1 (6 points)

On the picture above, draw with a heavy solid line the optimal decision boundary (that is,
where the classifier outputs exactly 0) found by an'SVM using a linear kernel. Draw with a
heavy dashed line the edges of the “street” produced by the SVM (that is, where the classifier
outputs exactly +1 or -1.) Circle all support vectors.



A2(6 points) /l

Cive the values that the SVM finds for the following variables; note that w is a vector:
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A3(5 points)

You now add a seventh data point to your graph as follows:

A3a Draw the decision boundary with a heavy solid line.

A3b Now what values will the SVM find for each of fhe following variables?




A4(5 points) L‘\
You want to see how the SVM will react to changing the scale of your problem, so you decide to
scale your data by 10 along both dimensions:

2 P2
40 e T Y IR W I —
20 = 4
Yoo o R S B | B
-10
Wanll B
=20 f-+-- =
-30 .
5
40} 6
-50

-50 -40 -30 -20 -10 0 10 20 30 40 50
X

What values will the SVM find for each of the following variables?

W= 0/ ().1:0 o3 = 1>/<\< 0.5=O o7 = O
| & oz = O o4 = in( o = \)
b= () £ LA



Part B: Higher order kernels (23 points)

You're pretty satisfied with your understanding of SVM:s at this point, so you decide to use them
to tackle a slightly harder problem, certainly worthy of an MIT student's attention: given two
input integers x and y, can we learn to predict whether their sum, x + , Xy, will be evenly divisible
by 2?

(Note: for the purpose of this problem, we consider 0 to be evenly divisible by 2.)

B1 (9 points)

You slowly start to populate your training set by inserting data points which you manually
classify.

For each of the following graphs, circl&m kernels that can perfectly classify the training
data. Your three options are: linear kernels, quadratic polynomial kernels, and radial basis
function kemels.
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linear  polynomial (quadratic) @
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You heave a sigh of victory as you finish adding the 121* distinct data point to the graph above.
You then run your learning algorithm with a radial basis function kernel using suitable
parameters. Then, you test your classifier with two random integers between -5 and 5. Will your
classifier always be able to classify this data point correctly? (circle one)

B3 (4 points)

NO A gp ! N ;
O A ( I T/J /*’s‘ f ARV 77 }w

You decide to test your classifier from B2 on random data points outside the range where x and y
are between -5 and +5, without retraining your SVM. Will your classifier always be able to

classify these data points correctly? (circle one)

YES



s

B4 (6 points) — 5

Confused by your results above, you decide that you want to get a more intuitive sense of how
kernels work, so you turn your attention to a simpler problem:

x2

-

Give a transformation ¢(u) (where u is a vector whose components are u; and u,) that will make
these data points linearly separable, and compute the kernel K(u, v) associated with the
transformation.

¢(u): y

v

9 1)
61&\/“’ rb f '[



Problem 2: Adaboost (45 points)

Your friend Ben has spent the last month playing a new video game instead of attending 6.034.
This weekend his girlfriend Brittney is visiting, and they want to make a character for her, but
don’t know what sort of character it should be. She has given him a description of her ideal
character, and Ben has asked you to use your newfound knowledge of Adaboost to build a
classifier that determines if she should play an elf or a non-elf.

Below is the table that Ben has compiled of fraining data for your classifiers. Note that +1 in the

Elf column means that the person should be an elf; -1 means the person should not be an €lf,
gt

Person

Fighting

Style

Ears

1 | Link |#1  [Ranged | Pointy Yes | Medium
2 | Arwen +1 Melee Pointy No Medium

3 |Legolas | +1  |Ranged | Pointy No | Medium
4 | Dobby +1 Ranged Pointy Yes Small

5 | Christmas EIf |+ "'_-,'Noia.e__' | Pointy Yes ~Sn_ﬁ11
6 |Fran -1 Ranged Round Yes | Medum |
7 | Green Arrow -1 - | Ranged Round No | Medium

8 | Gizmo -1 None Pointy No Small

Part A: Choosing Classifiers (18 points)

A1 (10 points)

Fill in the following chart by indicating which rows, by number, have the wrong Elf value, given

the indicated test.

Classifier  Test Misclassified

a Fighting Style = Melee 1,3 1,6

b Fighting Style = Ranged L5 50,3

c Fighting Style = None (2,91, %

d Ears = Pointy ¥ |

e Magic = No [ i Y & E ol §< —)
f Size = Medium (‘)/ 5—; ( / 7

g True / vaj

y ,67//7 & (Copy d,[pﬁ; i ;{-({F/




A2 (4 points)

You notice that you could add two more good, single test, weak classifiers (fewer than half of the
data points are misclassified). Fill in the tests below, given the data points they misclassify.

We have not used h in the table to avoid confusion with the weak classifiers that are added up to
make the strong classifier, H.

Classifier Test Misclassified

i Muaw N4~ 2,3,6

i H;;h{}A@¢RﬁﬁM [| Meloe 5, 6,7

A3 (4 points) ~ 7

=

Ben thinks we should use all 9 of these classifiers in boosting, just to be safe. Do you agree?
Circle one:

il coce

bone oy be ghols  of 1 ol

If you cucled NO, Tist the class1ﬁer(s) (by letter) that we will NOT need to use during boosting:

10
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Part B: Running Adaboost (27 points)

B1 (18 points) e
Now that you know which weak classifiers you’ll use (either all 9 or some subset, depending on

your answer to part A3), you’re ready to run Adaboost. Fill in the table below for the first three
rounds of Adaboost. Break ties by REVERSE alphabetical order of the classifier.

Round 1 Round 3
il /s Iy {2
_w2 / % Uiy Y9
w3 / ] 1y 21
w4 /4 Iy Tt

ﬂW7 !/8 './]L" [/;G
w8 i 5 Ty Yoz, )
h U . \T\ §6,) I 2,3,¢

e | 2l [F) 30 [ )

20 () 5 laf 1)

You can use the space below to show your work:

‘ _!—’I ’_ I:’Si 0 J-l’ ‘ \
2 M 277 1T |
L.l 9 1 o
—ad =il ! { /

7 Vs e 7 9‘11

1 it | K T o7

2 1% i H 1 o)
Lok [, WL 1 4 3N

(R S T 2 Y VATt L

’l" QZ’% 2 -—?— - 7 1

ﬂ }q 7271 s L ’.
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B2 (4 points)
What is the final classifier produced by these three rounds of Adaboost?

wo= 1 h(1)D +14(3)T 14 (4)T

B3 (3 points) i V5

Does your classifier correctly classify all of the training data? Circle one: al
{sa1 hoe ! ‘{W Gl f Cresh
o

Nzl

T
)

If you circled NO, list any training data points that your Adaboost classifier misclassifies:

/
o /

B4 (2 points)

Below is the description of Brittney’s ideal character. According to your classifier, should her
character be an elf?

EIf

Bigtney ot S0

Circle one:

@]3 NOT AN ELF

12
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Problem 3: Representation (10 points)

Fill in the missing items in table in the most reasonable way using the transition vocabulary:

Appear, Disappear, Change (A), Increase (T) Decrease (), not appear, not disappear, not change,

not increase and not decrease,

Assume the table is to represent aspects of the meaning found in the following. Ignore the black

cells in the table. Assume time increase from left to right.

.

Patrick and Karen were standing together when Patrick started runmng Karen chased him,
caught him, stopped him, and hit him with a club.

9 i

¢
5{0’/+

f,L beA (.,m!‘:] - Aas?,d

Sfepped

CM)

Interval 1 |Interval2 |Interval3 |Interval 4 Interval 5
Patrick's speed Ny A A Not A Not A NJ, ) |NotA g
Karen's speed Not A A Not A M’I /0[
Distance between K and P D \L D Not A
Patrick's health Not A Not A Not A Not A J

13
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6.034 Quiz 4
December 7, 2011

s Solutions

Email

Circle your TA and recitation (for 1 extra credit point), so that we can more easily enter
your score in our records and return your quiz to you promptly.

TAs Recitations |

Avril Kenney Thu. 1-2, Bob Berwick
Adam Mustafa Thu. 2-3, Bob Berwick
Caryn Krakauer Thu. 3-4, Bob Berwick
Erck Speed Fri. 1-2, Randall Davis
Gary Planthaber

Mick Taylor Fri. 2-3, Randall Davis
Patsr Brin Fri. 3-4, Randall Davis
Tanya Kortz

Problem Maximum Score Grader
1 45

2 45

3 10

Extra Credit 1

Total 101

There are a total of 13 pages in this quiz not including one or more tear off sheets that may
be provided at the end with duplicate drawings and data. As always, open book, open notes,
open just about everything, including a calculator, but no computers.



Problem 1: SVMs (45 points)
Part A: Linear kernels (22 points)

Your good friend, Khan Fusion, tells you about a binary classification technique known as a
support vector machine, which appears to be all the rage among computer scientists these days.
Unfortunately, Khan is a busy man, and so he could only spend 50 minutes giving you a
whirlwind tour to the complex world of SVMs. Eager to see if you're on the right track, you
create the following toy classification problem and solve it using an SVM to get a feeling for
how it works:

1 2
Y i ——
S w_{%ﬂ_— et ...
5
-4 =
-5 .

=3 4 B[R GIE0TEF 2 -3 T4 5

A1 (6 points)
On the picture above, draw with a heavy solid line the optimal decision boundary (that is,
where the classifier outputs exactly 0) found by an SVM using a linear kernel. Draw with a

heavy dashed line the edges of the “street” produced by the SVM (that is, where the classifier
outputs exactly +1 or -1.) Circle all support vectors.



A2(6 points)
Give the values that the SVM finds for the following variables:

w=[ 0 ] =0 a3=1/8
1/2

=10 o4 =1/8
b=0

Show your work (for partial credit):




A3(5 points)

You now add a seventh data point to your graph as follows:

5
4
3
z

b

-1

2 - z

-4 > 2

-5 ;

A3a Draw the decision boundary with a heavy solid line.

A3b What new values will the SVM find for each of the following variables?

0.|=0 G.3=1/8 0‘.5=0 (17=0

b [1(/)2]

a=0 as=1/8 a=0
b=0



A4(5 points)

You want to see how the SVM will react to changing the scale of your problem, so you decide to
multiply your data by 10 along both dimensions:

50 B .-,_._.,.;..W,.,....',_. S FESESSEIN) RN PSR, S T B 7
aoll 11y 12 |
30
20} =
10} :
H i
y 0 I I i
-10| 4 Lo
. 7 |
20} ;
230} i - E
40} L &
i1 4 I O i P S
-50 -40 -30 -20 -10 0 10 20 30 40 50

X

What new values will the SVM find for each of the following variables?

a; =0 oz = 1/800 as=0 ;=0

=0 as = 1/800 os=0



Part B: Higher order kernels (23 points)

You're pretty satisfied with your understanding of SVMs at this point, so you decide to use them
to tackle a slightly harder problem, certainly worthy of an MIT student's attention: given two
input integers x and y, can we learn to predict whether their sum, x +y, will be evenly divisible
by 2?7

(Note: for the purpose of this problem, we consider 0 to be evenly divisible by 2.)

B1 (9 points)

You slowly start to populate your training set by inserting data points which you manually
classify.

For each of the following graphs, circle ALL kernels that can perfectly classify the training
data. Your three options are: linear kernels, quadratic polynomial kernels, and radial basis
function kernels.

@ polynomial (quadratic) @

1

h

(]

U

TR & e e

P |
: \
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w
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w

5 B
4 H—
3T
T
1 H—+
@ polynomial (quadratic) @ p : |

-1 H— f j, 1

% | i ?
-3 = P giloss fss
o
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w2
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—
2
)
EEN
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2T T
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] RN I S
linear  polynomial (quadratic) @ O T 77 R
1 I . 4 I
i i T 1 LI
5 L ! Ll
“ i F
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| i
-4 b ‘ ——
st b 1 4 L g

S5 432101 2 3 45

B2 (4 points)

You heave a sigh of victory as you finish adding the 121* distinct data point to the graph above.
You then run your learning algorithm with a radial basis function kernel using suitable
parameters and test your classifier with two random integers between -5 and 5. Will your
classifier always be able to classify this data point correctly? (circle one)

GD =

B3 (4 points)

You decide to test your classifier from B2 on random data points outside the range where x and y
are between -5 and +5, without retraining your SVM. Will your classifier always be able to
classify these data points correctly? (circle one)

s



B4 (6 points)

Confused by your results above, you decide that you want to get a more intuitive sense of how
kernels work, so you turn your attention to a simpler problem:

,._...

N W B~ W
i
i
1

—

Give a transformation ¢(u) (where u is a vector whose components are u, and u,) that will
make these data points linearly separable, and compute the kernel K(u, v) associated with the
transformation.

o(u): Uy u,

K(u, v): o(u) e ¢ (v) = uyuv, v,

Note: A variety of solutions were accepted, but the above is one of the simplest. Another is
p(u) = |uz —uy.



Problem 2: Adaboost (45 points)

Your friend Ben has spent the last month playing a new video game instead of attending 6.034.
This weekend his girlfriend Brittney is visiting, and they want to make a character for her, but
don’t know what sort of character it should be. She has given him a description of her ideal
character, and Ben has asked you to use your newfound knowledge of Adaboost to build a
classifier and decide if she should play an elf or a non-elf.

Below is the table that Ben has compiled of training data for your classifiers. Note that +1 in the
EIf column means that the person should be an elf; -1 means the person should not be an elf.

Fighting

Style
1 | Link +1 Ranged Pointy Yes Medium
2 | Arwen +1 Melee Pointy No Medium
3 | Legolas i | Ranged Pointy No Medium
4 | Dobby +1 Ranged Pointy Yes Small
5 | Christmas EIf +1 None Pointy Yes Small
6 | Fran -1 Ranged Round Yes Medium
7 | Green Arrow -1 Ranged Round No Medium
8 | Gizmo -1 None Pointy No Small

Part A: Choosing Classifiers (18 points)

A1 (10 points)

Fill in the following chart of misclassified data points for the given weak classifiers.

Classifier  Test Misclassified
a Fighting Style = Melee 1,3,4,5

b Fighting Style = Ranged 2,5,6,7

¢ Fighting Style = None 1,2,3,4,8

d Ears = Pointy 8

e Magic =No 1,4,5,7,8

f Size = Medium 4,5,6,7

g True 6,7, 8




A2 (4 points)

You notice that you could add two more good, single test, weak classifiers (fewer than half of the
data points are misclassified). Fill in the tests below, given the data points they misclassify.

You may test either for properties or their negations (that is, !large would be a valid test).

We have not used h in the table to avoid confusion with the weak classifiers that are added up to
make the strong classifier, H.

h Magic = Yes 2,3,6

i Fighting Style # None 5,6,7

A3 (4 points)

Ben thinks we should use all 9 of these classifiers in boosting, just to be safe. Do you agree?
Circle one:

If you circled NO, list the classifier(s) (by letter) that we will NOT need to use during boosting:

bye, e fLa

10



Part B: Running Adaboost (27 points)

B1 (18 points)

Now that you know which weak classifiers you’ll use (either all 9 or some subset, depending on
your answer to part A3), you’re ready to run Adaboost. Fill in the table below for the first three

rounds of Adaboost. Break ties by REVERSE alphabetical order of the classifier.

Round 1 Round 2 Round 3
wl 1/8 1/14 3/66 =1/22
w2 1/8 1/14 3/66 =1/22
w3 1/8 1/14 3/66 =1/22
w4 1/8 1/14 3/66 = 1/22
w5 1/8 1/14 11/66 = 1/6
wo 1/8 1/14 11/66 = 1/6
w7 1/8 1/14 11/66 =1/6
w8 1/8 7/14=1/2 21/66 =7/22

h d ] i

' 1/8 3/14 17/66

a Eln 7 1lnE 1lnig
& Ll 17

You can use the space below to show your work:

11




B2 (4 points)
What is the final classifier produced by these three rounds of Adaboost?

H(x) = sign Eln 7*d(x)+ %ln% * j(x) + %ln-‘:—j * i(x)]

B3 (3 points)

Does your classifier correctly classify all of the training data? Circle one:

If you circled NO, list any training data points that your Adaboost classifier misclassifies:

#6: Fran

B4 (2 points)

Below is the description of Brittney’s ideal character. According to your classifier, should her
character be an elf?

Fighting Style Ears Magic
Brittney pil Melee Pointy Yes Medium

Circle one:

@ NOT AN ELF

12



Problem 3: Representation (10 points)

Fill in the missing items in table in the most reasonable way using the transition vocabulary:

Appear, Disappear, Change (A), Increase (1), Decrease (|), not appear, not disappear, not change,

not increase, and not decrease,

Assume the table is to represent aspects of the meaning found in the following. Ignore the black

T

cellsin-the table. Assume-time-increases from left to right.

Patrick and Karen were standing together when Patrick started running. Karen chased him,
caught him, stopped him, and hit him with a club.

Interval 1 Interval 2 | Interval 3 | Interval4 | Interval 5
Patrick’s Speed Aor 1 Not A Not A D Not A
Karen’s Speed Not A A Not A Not A or
Not A *
Distance between K and P 1 D Not A
Patrick’s health Not A Not A Not A Not A lorAor
D

* We also accepted D with an explanation.
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