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March 15, 2011
6.00 Notes On Big-O Notation

Sarina Canelake

See also http://en.wikipedia.org/wiki/Big_0 _notation

e We use big-O notation in the analysis of algorithms to describe an algorithm’s usage
of computational resources, in a way that is independent of computer architecture or
clock rate.

e The worst case running time, or memory usage, of an algorithm is often expressed as
a function of the length of its input using big O notation.

— In 6.00 we generally seek to analyze the worst-case running time. However it is
not unusual to see a big-O analysis of memory usage.

— An expression in big-O notation is expressed as a capital letter “O”, followed by
a function (generally) in terms of the variable n, which is understood to be the
size of the input to the function you are analyzing.

— This looks like: O(n).

— If we see a statement such as: f(x) is O(n) it can be read as “f of x is big Oh
of n”; it is understood, then, that the number of steps to run f(x) is linear with
respect to |x|, the size of the input x.

e A description of a function in terms of big O notation only provides an upper bound
on the growth rate of the function.

— This means that a function that is O(n) is also, technically, O(n?), O(n?), etc

— However, we generally seek to provide the tightest possible bound. If you say an
algorithm is O(n?), but it is also O(n?), it is generally best to say O(n?).

e Why do we use big-O notation? big-O notation allows us to compare different ap-
proaches for solving problems, and predict how long it might take to run an algorithm
on a very large input.

With big-O notation we are particularly concerned with the scalability of our functions.
big-O bounds may not reveal the fastest algorithm for small inputs (for example,
remember that for x < 0.5, x> < x?) but will accurately predict the long-term behavior
of the algorithm.

— This is particularly important in the realm of scientific computing: for example,
doing analysis on the human genome or data from Hubble involves input (arrays
or lists) of size well into the tens of millions (of base pairs, pixels, etc).

1




6.00 Notes on Big-O Notation

— At this scale it becomes easy to see why big O notation is helpful. Say you’re run-
© ning a program to analyze base pairs and have two different implementations: one
is O(nlgn) and the other is O(n?). Even without knowing how fast of a computer
you’re using, it’s easy to see that the first algorithm will be n3/(nlgn) =n2/Ign
faster than the second, which is a BIG difference at input that size.

big-O notation is widespread wherever we talk about algorithms. If you take any
Course 6 classes in the future, or do anything involving algorithms in the future, you
will run into big-O notation again.

e Some common bounds you may see, in order from smallest to largest:

— O(1): Constant time. O(1) = O(10) = O(2') - why? Even though the constants
are huge, they are still constant. Thus if you have an algorithm that takes 21%°
discreet steps, regardless of the size of the input, the algorithm is still O(1) - it
runs in constant time; it is not dependent upon the size of the input.

— O(lgn): Logarithmic time. This is slower than linear time; O(log,,n) = O(lnn) =
O(lgn) (traditionally in Computer Science we are most concerned with lgn, which
is the base-2 logarithm — why is this the case?). The fastest time bound for search.

— O(n): Linear time. Usually something when you need to examine every single
bit of your input.

— O(nlgn): This is the fastest time bound we can currently achieve for sorting a
list of elements.

— O(n?): Quadratic time. Often this is the bound when we have nested loops.
— O(2"): Really, REALLY big! A number raised to the power of n is slower than
N raised to any power.

e Some questions for you:

1. Does O(100n?) = O(n?)?
2. Does 0(41113) =0n)? _
3. Does O(n) + O(n) = 0O(n)?

‘The answers to all of these are Yes! Why? big-O notation is concerned with the long-
term, or limiting, behavior of functions. If you're familiar with limits, this will make
sense - recall that

lim x* = lim 100x* = co

X—00 X—00
basically, go out far enough and we can’t see a distinction between 100x? and x?. So,
when we talk about big-O notation, we always drop coefficient multipliers - because
they don’t make a difference. Thus, if you’re analysing your function and you get that
it is O(n) + O(n), that doesn’t equal O(2n) - we simply say it is O(n).

2



6.00 Notes on Big-O Notation

One more question for you: Does O(100n? + in?) = O(n?)?

Again, the answer to this is Yes! Because we are only concerned with how our algorithm
behaves for very large values of n, when n is big enough, the n® term will always
dominate the n? term, regardless of the coefficient on either of them.

In general, you will always say a function is big-O of its largest factor - for example,
if something is O(n? 4+ nlgn + 100) we say it is O(n?). Constant terms, no matter
how huge, are always dropped if a variable term is present - so O(8001gn + 73891) =
O(lgn), while O(73891) by itself, with no variable terms present, is 1)

See the graphs generated by the file big0_plots.py for a more visual explanation of
the limiting behavior we're talking about here. Figures 1, 2, and 3 illustrate why we
drop coefficients, while figure 4 illustrates how the biggest term will dominate smaller
ones.

Now you should understand the What and the Why of big-O notation, as well as How we
describe something in big-O terms. But How do we get the bounds in the first place?? Let’s
go through some examples.

1. We consider all mathematical operations to be constant time (O(1)) operations. So
the following functions are all considered to be O(1) in complexity:

def inc(x):
return x+1

def mul(x, y):
return xxy

def foo(x):
y = x*77.3
return x/8.2

def bar(x, y):
Z=X+ty
W=X %y
q = (wx*z) % 870
return 9*q
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2. Functions containing for loops that go through the whole input are generally O(n).
For example, above we defined a function mul that was constant-time as it used the
built-in Python operator *. If we define our own multiplication function that doesn’t
use *, it will not be O(1) anymore:

def mul2(x, y):
result = 0
for i in range(y):
result += x
return result

Here, this function is O(y) - the way we've defined it is dependent on the size of the
input y, because we execute the for loop y times, and each time through the for loop
we execute a constant-time operation.

3. Consider the following code:

def factorial(n):
result = 1
for num in range(l, n+1):
result *= num
return num

What is the big-O bound on factorial?

4. Consider the following code:

def factorial2(m):
result = 1
count = 0
for num in range(l, n+1):
result *= num
count += 1
return num

What is the big-O bound on factorial2?
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5. The complexity of conditionals depends on what the condition is. The complexity
of the condition can be constant, linear, or even worse - it all depends on what the
condition is.

def count_ts(a_str):

count = 0
for char in a_str:
if char == ’t’:

count += 1
return count

In this example, we used an if statement. The analysis of the runtime of a conditional
is highly dependent upon what the conditional’s condition actually is; checking if one
character is equal to another is a constant-time operation, so this example is linear
with respect to the size of a_str. So, if we let n = |a_stx|, this function is O(n).

Now consider this code:

def count_same_ltrs(a_str, b_str):
count = 0
for char in a_str:
if char in b_str:
count += 1
return count

This code looks very similar to the function count_ts, but it is actually very different!
The conditional checks if char in b_str - this check requires us, in the worst case, to
check every single character in b_str! Why do we care about the worst case? Because
big-O notation is an upper bound on the worst-case running time. Sometimes analysis
becomes easier if you ask yourself, what input could I give this to achieve the maximum
number of steps? For the conditional, the worst-case occurs when char is not in b_str
- then we have to look at every letter in b_str before we can return False.

So, what is the complexity of this function? Let n = |a_str| and m = |[b_str|. Then,
the for loop is O(n). Each iteration of the for loop executes a conditional check that
Is, in the worst case, O(m). Since we execute an O(m) check O(n) time, we say this
function is O(nm).
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6. While loops: With while loops you have to combine the analysis of a conditional with
one of a for loop.

def factorial3(n):
result = 1
while n > 0:
result *= n
n-=1
return result

What is the complexity of factorial3?

def char_split(a_str):
result = []
index = 0
while len(a_str) != len(result):
result.append(a_str[index])
index += 1
return result

In Python, len is a constant-time operation. So is string indexing (this is because
strings are immutable) and list appending. So, what is the time complexity of char_split?

If you are curious, there is a little more information on Python operator complexity
here:

http://wiki.python.org/moin/TimeComplexity - some notes: (1) CPython just
means “Python written in the C language”. You are actually using CPython. (2)
If you are asked to find the worst-case complexity, you want to use the Worst Case
bounds. (3) Note that operations such as slicing and copying aren’t O(1) operations.

7. Nested for loops - anytime you’re dealing with nested loops, work from the inside out.
Figure out the complexity of the innermost loop, then go out a level and multiply (this
is similar to the second piece of code in Example 5). So, what is the time complexity
of this code fragment, if we let 1. = |z|?

result = 0
for i in range(z):
for j in range(z):
result += (i*j)
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8. Recursion. Recursion can be tricky to figure out; think of recursion like a tree. If the
tree has lots of branches, it will be more complex than one that has very few branches.

Consider recursive factorial:

def r_factorial(n):

if n <= 0:
return 1
else:

return n*r_factorial(n-1)

What is the time complexity of this? The time complexity of r_factorial will be
dependent upon the number of times it is called. If we look at the recursive call, we
notice that it is: r_factorial (n-1). This means that, every time we call r_factorial,
we make a recursive call to a subproblem of size n— 1. So given an input of size n, we
make the recursive call to subproblem of size n — 1, which makes a call to subproblem
of size n — 2, which makes a call to subproblem of size n — 3, ... see a pattern? We’ll
have to do this until we make a call to n —n = 0 before we hit the base case - or, n

- calls. So, r_factorial is O(n). There is a direct correlation from this recursive call
to the iterative loop for i in range(n, 0, -1).

In general, we can say that any recursive function g(x) whose recursive call is on a
subproblem of size x — 1 will have a linear time bound, assuming that the rest of the
recursive call is O(1) in complexity (this was the case here, because the n* factor was

o(1)).

How about this function?

def foo(n):
if n <= 1:
return 1
return foo(n/2) + 1

In this problem, the recursive call is to a subproblem of size n/2. How can we visualize
this? First we make a call to a problem of size n, which calls a subproblem of size
n./2, which calls a subproblem of size n/4, which calls a subproblem of size 28] o
See the pattern yet? We can make the intuition that we’ll need to make recursive calls
until n = 1, which will happen when n/2* = 1.
So, to figure out how many steps this takes, simply solve for x in terms of n:
n J—
2>
=z
logan = log,(2¥)

1

2. x = logm



6.00 Notes on Big-O Notation

So, it’ll take log, n steps to solve this recursive equation. In general, we can say that
if a recursive function g(x) makes a recursive call to a subproblem of size x/b, the
complexity of the function will be logy n. Again, this is assuming that the remainder
of the recursive function has complexity of O(1).

Finally, how do we deal with the complexity of something like Fibonaceci? The recursive
call to Fibonacci is fib(n) = fib(n — 1) 4 fib(n — 2). This may initially seem linear,
but it’s not. If you draw this in a tree fashion, you get something like:

:
bk
ik

£ e\t Y ot
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The depth of this tree (the number of levels it has) is n, and at each level we see a
branching factor of two (every call to fib generates two more calls to fib). Thus, a loose
bound on fib is O(2"). In fact, there exists a tighter bound on Fibonacci involving the
Golden Ratio; Google for “Fibonacci complexity” to find out more if you're interested
in maths : D

I hope you found these notes helpful! Please email me at sarina@mit.edu if you find any
typos, or if you wish to propose any corrections / better examples / additional information
that you think ought to be here.
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Hypothetically, let us say that you are a

Notes
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Contingency

Check
Famous Computer Scientist, having graduated SSL
from the Famous Computer Scientist School in Sendmail
Smellslikefish, Massachusetts. As a Famous Emacs
Computer Scientist, people are throwing g:;‘;‘zﬂes

money at you hand over fist. So, you have a

big pile of checks. (You remember checks, Admissions

Interviews

little slips of paper with signatures? They O(n log n)
represent money.) Bit Count
Santa
You also have a problem: A shiny new Boeing RightToLeft
747 has caught your eye and you need to FrogPad
know whether your pile of checks represents g;ﬁ;‘;ggg'“g
enough money Fo pay for it. That probl_em is Einstein
easy to solve, since all you need to do is to P and NP

add up the amounts of the checks. But you HTTPS virtual
also have a more pressing problem: Do you hosts
have enough time to sum up your checks

e ProglLang
before the 747 dealer closes for the day? e Transportation
e Software
Being a Famous Computer Scientist, you e Misc
know something that few others know: that e Links
you have to sort the checks, smallest to * Networking

largest, before you can add them up.

A digression: That is the lowest form of computer science humor, a
somewhat obscure reference to a painful fact about computing
hardware. In this case the problem is that numbers such as
$3141.59, $100000.00, and $2.57 are represented by the computer
as floating point numbers. Floating point numbers are effectively
represented in scientific or exponential notation, such as 3.14159 *
103, 1.0000000 * 1015, or 2.57 * 10~0. The computer, however,
only allocates a certain number of digits for each number, as if
instead of using one digit to the left of the decimal point in the
exponential notation followed by further digits to the right, it only
had 3 (or 6 or 8) to the left of the decimal and no digits to the right.
That would mean that 3141.59 would be represented in the
computer as 314*10~1, 100000.00 as 100*10~3, and 2.57 as
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257%10-2.

Adding floating point numbers is a multi-step process: the computer
first adjusts the numbers so the exponents are the same, then adds
the values. But 257710-2 added to 100*10~3 becomes 0*10/”3 or

0.0 when adjusted, so 2.57 + 100000.00 equals 100000.00.

To help mitigate that loss of precision, you need to sort your
numbers from smaller to larger before you add them, in hopes that
the small numbers will add up to something large enough to avoid
completely disappearing when you add the sum to the larger
numbers.

There is a discipline dedicated those kind of painful problems, called
numerical analysis. Unfortunately, I am supremely unqualified to talk
about that discipline, so I shall just quote another Famous Computer
Scientist, Edsger W. Dijkstra: End of digression.

The bottom line here is that you need to sort your pile of checks
before you can add them together, and you need to know how long
it will take to sort them to decide whether you can buy your new
bird today or not.

At this point, as a Famous Computer Scientist myself, I am going to
use a very snazzy computer science trick to avoid having to
continually talk about checks and 747s: abstraction. [1] I will throw
away all the irrelevant details, including the 747 dealer (who wants
to go home now anyway) and in fact both the numbers and the
addition operation, and state the problem this way: you have a list
of things that you need to sort, and you want to know how long it
will take. The only operation you have on the things is to compare
two and ask, "Is this one smaller than that one?"

Algorithm behavior

Sorting is a fundamental computer science problem and is well
studied. There are many, many algorithms known for sorting. (The
algorithm is fundamental to computer science. If you have a
program, it is made up of code written by a programmer. The code
implements one or, more likely, many algorithms. An algorithm is a
high-level, general, abstract description of a process, while the code
is the details; the low-level, concrete, specific description of the
process plus a huge bundle of other trivia.)

Each of the algorithms has its own behavior, and its own speed. But
what does it mean to talk about the speed of an algorithm, which is
a thing of the mind and does not do anything? That is where the
"Big-Oh"[2] notation comes in.

20of7 5/15/2011 12:00 PM
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For every algorithm, any operation used in that algorithm, and any
input given to the algorithm, there is a mathematical expression that
describes how many times the operation is used on that input by
that algorithm. Consider a simple algorithm, going through a list of
12 numbers counting how many there are in the list, one by one. If
the operation is looking at a number to determine whether it is the
last one in the list, then the operation is used 12 times by that
algorithm on that input.

The expression normally depends on the size of the input: if that
simple algorithm is given a list of length n (the variable traditionally
used for such things), then it will use that operation n times.

Unfortunately, very often the mathematical expression is complex,
not very helpful, and very unenlightening. The big-oh notation is
designed to highlight the most important part of the expression
while hiding irrelevant details. It describes the asymptotic behavior
of the expression as the inputs of the expression get larger. In this
case, that means that it describes the behavior of the algorithm as
the size of the inputs to it get bigger.

Take, for example, the expression 37n~3 + 12n~2 + 19. If nis 1,
that equals 37+12+19 = 68. If nis 10, it equals 37*1000 + 12*100
+ 19 = 37000 + 1200 + 19. Clearly, as n gets bigger, the final 19
becomes irrelevant. Less clearly, 12n~2 component also becomes
irrelevant, because it will be dwarfed by the first. Finally, the 37 is
also irrelevant since 37 times a huge number is just another huge
number. The asymptotically important part of the expression is the
n”~3 element. So, 37n~3+12n"2+19 is O(n”~3), pronounced "order
of n-cubed".

The "order of" an expression describes a kind of upper bound for the
expression. It is defined as an expression which, when multiplied by
some constant, is greater than or equal to the original expression for
all input values larger than some other constant. Because we can
choose the new expression, we can pick one that is simpler than the
original in the same way that n”3 is simpler than

37341207 2+19.

(By the way, in case you were wondering, when n = 13,
37n"3+12n"2+19 equals 83336, while 38*n~3 equals 83486. So,
n~3 multiplied by 38 is greater than the original expression for all
input values greater than n=12. Hence, 37n~3+12n"2+19 is
indeed O(n"3).)

The behavior of the counting algorithm is O(n), "order of n". How
does that describe the speed of the algorithm? If each operation
takes a finite (and by assumption, constant) time, then the time
taken by any implementation of the algorithm will depend on the

.net/Notes/BigO.html
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size of the input primarily by n times the time taken by the operation
(plus some constant factors here and there). The Big-Oh notation
provides a way of comparing two algorithms; for a sufficiently large
value of n, n~2 will be greater than 10000n, and thus an O(n"2)
algorithm will be slower than an O(n) algorithm for any sufficiently
large input. There is a traditional hierarchy of algorithms:

e O(1) is constant-time; such an algorithm does not depend on
the size of its inputs.

e O(n) is linear-time; such an algorithm looks at each input
element once and is generally pretty good.

e O(n log n) is also pretty decent (that is n times the logarithm
base 2 of n).

e O(n™2), O(n™3), etc. These are polynomial-time, and generally
starting to look pretty slow, although they are still useful.

e O(27n) is exponential-time, which is common for artificial
intelligence tasks and is really quite bad. Exponential-time
algorithms begin to run the risk of having a decent-sized input
not finish before the person wanting the result retires.

There are worse; like O(2724...(n times)..."2).

Sorting

How does that apply to sorting? Sorting, as a problem, is clearly at
least as bad as O(n), since it has to look at each item, but that is
just as clearly not a good estimate. Can a better bound be found?
What do the well-known sorting algorithms do?

The best sorting algorithms, going by names like "heapsort" and
"quicksort", are O(n log n). But that does not necessarily mean
those are the absolute best algorithms. There might well be a better
one yet to be discovered. [5]

So, is there a way to find the performance of any sorting algorithm?
In this case, the answer is yes.

Going back to our operation, comparison, it takes two items and
says either "yes, this one is smaller than that", or "no, this one is
not smaller than that". It is a binary comparison; it produces one of
two possible answers.

A sorted list is a permutation of the original list; it is the same list
with the elements rearranged. For a list of n elements, there are n!
possible permutations; thatis n * (n-1) * (n-2) * ... * 1. The
question becomes, how many comparisons do you need to pick out
one specific permutation out of the n! possibilities?
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Each comparison, because it is binary, reduces the possibilities by
half. So, the answer to the question is a number of comparisons, c,
such that 2~c >= nl. Solving for c, that is

c >= log n! =
log (n * (n-1) +* ... * 1) =
logn + log (n-1) + ... + log 1

The last expression is of the order of

logn + log (n-1) + ... + log (n/2)

which is of the order of

n/2 * log (n/2)

which is of the order of n log n. [3]

Ultimately, using only comparisons, sorting is O(n log n); any fewer
comparisons would not be able to pick out a single permutation from
the possibilities. [4]

Heapsort is therefore about as good as sorting algorithms are going
to get; anything better will be only an incremental improvement.
(Quicksort has bad behavior for certain inputs; for example, using
quicksort on an already sorted input is O(n~2).)

A creative part of computer science is often that changing the
problem, or adding information, allows dramatic improvements. For
example, if I can change the problem to adding a single new
element to an already sorted list while keeping it sorted, I can easily
find an O(n) algorithm; simply taking the new item on the end and
re-sorting would be foolish when I could just go down the list and
identify the spot where the new item goes.

(That might give you an idea for beating the problem. Taking one
item as a list, it as already sorted. Adding another item to the list is
O(n). Adding a third is also O(n). But the resulting algorithm, called
"insertion sort", for creating a sorted list from a list of n items is
quite bad: Using an O(n) algorithm n times is O(n"2).)

Physics often says fundamental things about the universe.
Mathematics is "the queen of the sciences" (even though it is not a
science) because it frequently makes final, absolute, dramatic
statements. But here is one from computer science: sorting using
only basic comparisons is a fundamental problem. (Have you ever
tried to find a word in an unsorted dictionary?) The shortest possible
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time it takes to sort n items is of the order of n log n. And, the
heapsort algorithm, if it is not itself the best possible algorithm, is
the neighbor of the best.

Appendix

I am seeing a lot of traffic to this page, presumably from people
interested in the O(e) notation. If that describes you, here are some
good links to learn more, in a slightly more serious fashion:

e Big O notation from Wikipedia is reasonably complete,
reasonably correct (as far as I can see), and reasonably
complex. Probably the exact opposite of the "Wikipedia is a
wasteland of pop culture" stereotype.

¢ Plain English Explanation of Big O Notation is more
readable and reasonably complete.

e Big O notation from CS Animated. What can I say, it's
animated. Actually, it does have a very good illustration of the
process of reducing the total number of operations identified in
a block of code to a single, simplified Big O (or in that case, the
related Big Theta) expression, as well as a thorough discussion
of the ideas, aimed at budding computer scientists.

e Check out P and NP for similar entertainment.

I originally wrote this article not to discuss the Big O, but to highlight
the properties of the sort algorithm. Algorithm analysis is
complicated and interesting on its own. The most entertaining
example that I know about is from an article by Jon Bently, collected
in one of the Programming Pearls books if I recall correctly. He
showed two algorithms for reversing an array of things with the
same algorithmic complexity, and then showed that one was much,
much, faster than the other because the slower was largely pessimal
in regard to page-based virtual memory.

If you are interested in floating point numbers, check out Anatomy
of a floating point number or the cannonical What Every
Computer Scientist Should Know About Floating-Point
Arithmetic .

Foothotes

[1] To save time, I will skip the joke (physics, I think) and just give
you the punchline: "Assume that each cow is a perfect sphere
of uniform density...."

[2] No, I am not referring to the manga or anime series on Cartoon
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Network. And, no, I do not understand it either.

[3] I have taken this argument from Bruce Mills, Theoretical
Introduction to Programming.

4

5 Is it possible to do better by not using comparisons? Yep. I recently
ran across a brilliant example of this: Intelligent Design sort. Say you
have a deck of 52 playing cards shuffled into a random order that you
wish to sort. The probability that you could pick the three of Diamonds
first, followed by the Jack of Clubs, and so on (or whatever order the
deck.is In); is 1/52 % 1/51 * ... * 100 1/521. -52Vis

80658175170943878571660636856403766975289505440883277824000000000000

according to my copy of bc. Clearly, the likelihood of this ordering is far
too miniscule to happen by chance; a Higher Power must have
arranged it. How can we, as mere mortals, improve on such?
Therefore, the deck is already sorted. Unfortunately, like most things
Intelligent Design, this sort algorithm has no useful properties.

For a better example, suppose that you have many, many decks of
cards mixed together in a big heap, and that you want to sort them al
by suit and value. There are only 52 possible combinations of face and
value: Ace of Hearts, four of Spades, and so forth; every Ace of Heart
is equivalent to every other Ace of Hearts. You arrange 52 bins,
examine each card once, and toss it into the appropriate bin. This
algorithm, bin sort, sorts the heap in O(n), and can do so because it
involves no comparisons between any two cards.

i

[5] For an interesting discussion (with graphs) of the difference
between n log n and n algorithms, see O(N log N)
Complexity - Similar to linear? on stackoverflow. (And yes,
I did give up on keeping the notes in order in the text.)

Return to Top | About this site... gIoFia i ad inferni
Last edited Tue Aug 24 16:45:36 2010. aclamus opus
Copyright © 2005-2010 Tommy M. McGuire

I Jodhgh CDL M—ECL- o / )\@qp Gt
Ne b one T Mo an g

\

s Gerped Cach T
._\['trsj[ 'F{r\g n ﬁv Lﬂﬂ}\ mfgbﬂiﬁ

70f7 ﬁn{‘c{ H—[ 5/15/2011 12:00 PM

A here U fon



g Nyl dn-2  ~ + | #0

U[ﬂ, ohik &I/\“"[U
[G+%+ ¥t J+(+Srer3+231 0

=58

i

@r\ (l()) = 1%

Qﬂ UO} ERET O‘C e  adoal ¥ may et
bQ C(Af

Wy = 2% bk fe gt




1

(U Gms t Aomplatics .
e oI
(M’> 5 T Fudest ont Aalﬁl(_ [ (008 ke t{t’;ﬂg /E'[P’V!///(Qd@ i

1 }/‘fﬂ‘t?/(’
lan adl A e cligtd  am {hiag 9
1ol
Lt 24 34 o 4 = /’!(n%o /gfé
G (Oh Clegf
QO(/Q \f\a( Ped‘(h}rfﬂn l/y\@m({‘}i g“eg{WWﬂf}

(oc o be)
L) B + A + K T x £ B IT' X ‘

X5 X1k v x%xy, M

ol . ;
NLY 004

go'u@ (af ¢
51 = |-
g N ) B xh*‘-’! /

%

kvjf Th[s ES ot a?mu pass;b)ﬁ-[



49

Bonady vale  Con oy Hoo

. ?PMQ»L’& C0c( 0
[00\& m‘" f)(w{
A

lm\ R |
Ny ?o hS
E
\ hil
1(m | - x
noGR l,_,)(
_I}\a.lt (5 }'-'X
] 7S
T-x
./mr
=
=
V\/o]\
5 |
l_s,( SQWQMW.

‘ - / K
gh  Spedied ot L‘P‘Mfgj



/L[
(10 alse dlloancle 00 ittegdle o) tegert 1y 1

_i( :dx (z

a
p2

Fh) = -
L z & it
’ ( d f f‘,; d& e e fif"; "?!‘f;
&= ‘X‘;—, 9”‘5 s J;‘f'mﬂ {allovs
( .
1<
- ) )\
= (1 (-0
v_)_:““_*—-_—*__.__
( x)l

ocalt X A X i | -*X”




©
(69 mch 1, 514, hoe! )

CCM 0['50 @me} Gums
n
-2 o7
1
NO (,lbééd {afm %}'.’P{@&jm kegn

R\;} (00 F}i’ﬁ’fﬂf)
T () c¢eTe(ld

I:{ln ((‘)dx

- % 41y

= ‘
L/'; l/\ﬂﬁ}q’d a4 F‘[{){} L

B?,ci}j ]"fma(fj O %Qbif

Hecm'c ﬁ |
Ho 2, 7

£
(G/\ Pg,frmafe

# ‘ 040 lto JZV‘»(M



Q!
C(M 6dy i @"ﬁmﬂﬁ ; 250 =

am f\g(%)

L 0 )
x 9% 3(%) -

ﬂ Moans IV H//UP/

p N
VR
=
_(dﬂ. (pwﬂ Ilf’ Sum by /a&:ﬂy . (ﬂﬁ

P - ﬁ ((:)
g =
lf) -5 L [()

d

'ﬂm (on f}qd( o OHM’QK (’05(5(/ 1[0”" foc /ﬂ(/h')



Y7)

—/ \ {
Clicle 99 FM{ Ay

n' J7ne [’”7 v

TAE Aot e phaa o cone (oo

éowj(/”\@ﬁ Jﬂv*ﬂ“& é%m{‘“ﬁ/l “&a 0%, af 0 ?’//“{
/Z)ﬂmpiaftﬁ ﬂ{_/_{a/\
Lifle oh (5] =o{9 )

(depey Tre ced o i)



@,

M UPPW [oom (?

a 0(9)
fingp () £ o
(m Sp _g_(@
T4 €fy) o (g toe €00
Toh

Wy e 9t 00
Trat e That
T}_QJLO\ ;«C (g, ¥ G PW 7

o Ty ettt — B lnad 40q,,

fr (M & O(A'z) o l @rw,
" 7 _ O(T(ﬂ)} > T(N - @(V} )

T \{5 O(dj’?! ()’L f‘3

(How dog all fho ceally (i 0 b solhec?)
‘J“(d‘ (gnshets o O[l)
>0 = o0

FO( ‘ﬁ‘w{f( %‘“d ’(’)-2 = O CT ('/}p
% Vo, ‘nlgﬁ,}»r 4 K;}La'\,-f d‘ fuﬁ;fj !



(1)

OL%}{, Cor lowe poun
L’I 99} ﬁ”‘f hnow { )

{"* ’w(j) M90S joﬁ/

)g (‘7( JW” / / fC g;v‘/['rmj &U'}eﬁ
(Dw} O hn}mg 1(;/ (Milfj dnolher

404 s

TEBL Mo i ¢ ooty octlc

'J

L\{IQ ko M p\f} 044 2
P(ﬂ)/u& @u’!ﬁ ZP[ X /)Q X XP/)

-

\-___--"‘"'__— .
| le 9(2¢ 'ﬂdi&o( L AC

O¢ nof

om b il g

VA edd P

’%A:Uﬂ'zu(\)/)ﬂ) =

74 j@q/

bl =p).



(2
O,

o (1 foe /Msawd (- 5%200(;

Cusk mob bo leftor
(0s] ZQH(’/ or ¥

(Fx$IV(F x5 u(FeS)
2’%?\%5@

- 20,425 15267 2677

) QN L prsserd

B\A' 1{ I\ME V@p | ”gm

lsl o (n“-}] ‘ {n@
( H Ciry fp v g { :’ G0 cj/ }O h é)%)\{
o6k pten oy 3o | owad o

CI m"’i’" j_ Car "Vfd"‘ﬁf‘”d 004 Ja 54,” }7]{5)
ﬂ{w A 4 i ﬁ/mdw?;m h!
y ¢ ‘
DM&‘M &J{Q ))(“J(o “] '(Mnd?an
s e "
fle 10 Fnges =10 =) pcan (a T omm‘é@)

8] = k- (8
f A0 y Q‘*“fo»/




71
Ltl“l h@ L‘ﬂ(ﬂht | cf!( W/Q (OUA(J f‘b“(g P(O &)0 m W’ZW/Q
dny C‘»/cha gh;({ s CarA. }’hfﬁj |

TTe——

N Choose A

N ——

(rll) :ﬁ Q\J o Kk ﬁl 5{/5591‘[5 s:,q /) Q[ sbs

I con 6@{@(5‘\- f M.:. 5 ’f/ﬁﬂ} ZOO :4 (120) W& S
() - sy
& K ()
Tha ool keoger T A—
N LY

P \mm\m' D\QO/”\

(ath) s « <=
Of\{f‘ 1(% -{W (‘7(/(9’.«7 feq Q{[ a é’nq 2)5»;}

(ath)" (/m N
. ((Dokqlaé ‘()a% ; ()a )2

(@*\ CﬂvmL cad l\cﬂts




2
Thclsion PXc.[@fm
(9)'()51\] e [9,/ T[ggP B /f;/}h» /

(é; s u;;/ - } (| /5(;52,/ ,ﬁ | {5 0%~ [¢,05)~¢

(i ol Jeal
=) J{{ o 01/ Cou] /nj 5@wm
,@(O\/ 7 5%0(7 Lo Dach ey
— e spldn 9 Emflogeeg

bosca! Tdeadit |
LT%JHU; I} (h\[f/
Pt({g@f\ ] Lf( [

l\c o /),j@o.m Thon LM"J /'W)/ bf ﬂ ){?fu/ 2

w \
Ptﬂo,«u {_'"n Al Lo 31 B4 f{)ﬁf’ :

i y .
71/&. M,Q,ﬂl(/ zl(“’;“'\ ~ NS ot N“?., \([lf
1\. {u J ?,Jt iﬁ* 2x ,ufé“ St
o Voo concogl A Gl



54
a ;S /a ]l ggj;m
KQ E (/(’445 T P/,;) Z; @_94_5,_&’

(Tohld pob fos 00 chl shet)
Y deop wated
£ st

l{ fiad Gomple  Spce
9 Delve ouosh o€ %%

L) A ! ] \ i ! ; Vit \
X D@]l'(’//ﬂ(/? f&(jfLa(ij,! oo\ Cont p/D Lﬂé} I ¢ '"(YL/H(pl/ b/dnch

Y, n (gmpke Foend (obaly It - aild P rviled  yan]

19}5 A Con OX(}ff-f[P;
Al o oot (] ©

—()n C‘&a\(‘ Gt

Con Jmﬂﬂcﬂ P(ob

8 oy | ] h ) | ' l f
~ gd alreddy ln (e 0t 1005 0:[ (@@9(’&

Lo ot Tatal Do
IMMC
(9(”191’(/1.@ <ew;£1z’n9 )ﬂ\,") “”glv,uf(( {,_,,M)



@ |.

‘D\\U\(o‘.? Can 0/1l7 B P@{j/_wéﬁﬂ /4(]
O( ﬁﬁ C4r d” /OP (d - mu%(/[ md

17 Qv S T

\______/

—

Ll # hoats

Iﬂd“‘imfﬁf / Mﬂ( .’or O
(IF

A\

B;’ﬂﬁ?ﬂ;d) (};5\}

E}(@ HQ{“) {
— H avy of pouble vk
Mean J{w ‘b chldfe

D F pedafions

g f)&/\m {o/l§ {(@ff ? MQM

=

TA!S§ m nen - C{’d%({ ét‘c{w?“,, G will o (Laqfr choot

Wl\({,(ﬁ (A/GS W/d (@90 (/0[;0_%1(6/(-
land { |
mttud of e o



/
f /FM
Gl
Phis

foc

|

%

|

o

ool

pe

")

Jo

o"]

4y

J‘(Le

in

¥

’ ]

v
( PlT=
-

:

dq

FT;\:

Iy

EQQ

Th

E_
}.9 "

?

?9

l(1

lﬂ"

kel

el



6.042,/18.062] Mathematics for Computer Science \/\// Sol u“ (05 May 16, 2005

Srini Devadas and Eric Lehman

YOUR NAME:

Final Exam

¢ This is an open-notes exam. However, calculators are not allowed.

* You may assume all results from lecture, the notes, problem sets, and recitation.

* Write your solutions in the space provided. If you need more space, write on the
back of the sheet containing the problem.

* Be neat and write legibly. You will be graded not only on the correctness of your
answers, but also on the clarity with which you express them.

e GOOD LUCK!

Problem | Points | Grade | Grader
1 15
2 10
3 10
4 10
5 10
6 15
7 10
8 10
9 10
Total 100




Final Exam 2

Problem 1. [15 points] Consider the following sequence of predicates:

Q1(z1) = 73
Q2(z1,T2) = 71 = T2
Q3(T1, T2, 23) = (21 = T2) = 73
Qa(T1, T2, 23, 24) = (21 = T2) = 23) = 24
@s(z1, T2, T3, T4, Ts) = (((21 = 22) = 23) = 24) = 25

Let T, be the number of different true/false settings of the variables z;,z,,...,z, for
which @, (z1, zs, ..., z,) is true. For example, T, = 3 since Q»(z1, x2) is true for 3 different
settings of the variables z; and z:

T1 T2 Qz(ﬁﬂl, $2)
T T T
Jie F F
F T T
F F T

(a) Express 7,41 in terms of T},, assuming n > 1.
Solution. We have:

Qn+1($17$2: _ :$n+1) — Qn(mls:]:?s e ,En) = Tn+1

If 2,41 is true, then Q41 is true for all 2" settings of the variables 1, zs,...,z,. If
Tn41 1s false, then @41 is true for all settings of @4, zs, . . ., z,, except for the T}, settings
that make @, true. Thus, altogether we have:

Top1=2"+2" =T, =2""1_T,

(b) Use induction to prove that T, = 3(2**! + (—1)*) for n > 1. You may assume
your answer to the previous part without proof.

Solution. The proof is by induction. Let P(n) be the proposition that T,, = (2"+! +
(=1)")/3.

Base case: There is a single setting of z; that makes Qi(z1) = z; true, and T} =
(2'*1 4 (—~1)!)/3 = 1. Therefore, P(0) is true.

Inductive step: For n > 0, we assume P(n) and reason as follows:

Tn-}-l = 2n+1 =2 Tn
_ 2n+1 . (2n+1 + (_1)71)
3

B 2n+2 + (_1)n+1

B 3
The first step uses the result from the previous problem part, the second uses the
induction hypothesis P(n), and the third is simplification. This implies that P(n+1)
is true. By the principle of induction, P(n) is true for alln > 1.
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Problem 2. [10 points] There is no clock in my kitchen. However:

e The faucet drips every 54 seconds after I shut off the water.

 The toaster pops out toast every 87 seconds after I plug it in.

I'd like to fry an egg for exactly 141 seconds. My plan is to plug in the toaster and shut
off the faucet at the same instant. I'll start frying when the faucet drips for the D-th time

and stop frying when the toaster pops for the P-th time. What values of D and P make
this plan work?

Reminder: Calculators are not allowed.

Solution. The Pulverizer gives 5 - 87 — 8 - 54 = 3. Multiplying by 47 gives:

235-87 — 376 - 54 = 141
= 235-87 = 1414376 - 54

Thus, I'll start frying after at drip D = 376 and stop 141 seconds later at pop P = 87.
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Problem 3. [10 points] Circle either true or false next to each statement below. Assume
graphs are undirected without self-loops or multi-edges.

QR 1. For all n > 3, the complete graph on n vertices has an Euler  false
tour.

b 2. If a graph contains no odd-length cycle, then it is bipartite. true

( 3. Every non-bipartite graph contains a 3-cycle as a subgraph. false

A 4. Every graph with a Hamiltonian cycle also has an Euler tour. false

0 5. There exists a graph with 20 vertices, 10 edges, and 5 con-  false

nected components.

r 6. Every connected graph has a tree as a subgraph. true

7. In every planar embedding of a connected planar graph, the  true
number of vertices plus the number of faces is greater than the

¢ number of edges.

\( . 8. If every girl likes at least 2 boys, then every girl can be  false

matched with a boy she likes.

.\‘ 9. If every vertex in a graph has degree 3, then the graph is 4-  true
colorable.

> 10. There exists a six-vertex graph with vertex degrees 0, 1, 2, 3, false
4, and 5.
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Problem 4. [10 points] In the final round of the World Cup, 16 teams play a single-
elimination tournament.

e The teams are called A, B, C, ..., P.
* The tournament consists of a sequence of rounds.

- In each round, the teams are paired up and play matches.
— The losers are eliminated, and the winners advance to the next round.

— The tournament ends when there is only one team left.

For example, three possible single-elimination tournaments are depicted below:

Two tournaments are the same if the same matches are played and won by the same teams.
For example, the first and second tournaments shown above are the same, but the third
is different. How many different tournaments are possible?

Solution. Suppose that we draw the tournament so that the winning team in each
game is listed above the losing team. Then the ordering of teams on the left completely
determines all matches and winners. Therefore, there are 16! single-elimination tourna-
ments.

Another approach is to use a result from earlier in the course: the number of ways
to pair up 2n people is (2n)!/n! 2". In a single-elimination tournament, we must pair up
16 teams, determine who wins the 8 matches between them, then pair up the 8 winning
teams, detrmine who wins the 4 matches, and so forth. The number of ways in which this
can be done is:

16 o 8, 4, 2

- ; Lod ] .2 o9l _qpl
]! 28 & 41 24 é 21922 = 1121 @ =N
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A final alternative is to use the General Product Rule. The champions can be chosen in
16 ways, the other finalists in 15 ways, the semi-finalist that played the champions in 14
ways, the other semi-finalist in 13 ways, and so forth. In all, this gives 16! tournaments
again.
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Problem 5. [10 points] There are 3 children of different ages. What is the probability that
at least two are boys, given that at least one of the two youngest children is a boy?

Assume that each child is equally likely to be a boy or a girl and that their genders are
mutually independent. A correct answer alone is sufficient. However, to be eligible for
partial credit, you must include a clearly-labeled tree diagram.

Solution. Let M be the event that there are at least two boys, and let Y be the event
that at least one of the two youngest children is a boy. In the tree diagram below, all edge
probabilities are 1/2.

x x 1/2
X B 1@
x x 1/2
o 2

3 x 1/2
x 1/2

1/2

1/2

youngest  pldest M Y Prob

Pr(MNY)
PE[¥)

172

34

=23

Pr(M|Y)=
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Problem 6. [15 points] On the morning of day 1, I put a gray document on my desk. This
creates a stack of height 1:

On each subsequent morning, I insert a white document into the stack at a position se-
lected uniformly at random. For example, the stack might look like this on the evening of
day 5:

ENs R

Then, on the following morning, I would insert a white document at one of the six posi-
tions indicated above with equal probability.

Let the random variable B, be the number of white documents below the gray docu-
ment on day n.

(a) Express Pr(B,;1 = 0) in terms of Pr (B, = 0).

Pr (Bn+1 = 0) =

Solution.

n
Pr(Bap1 =0) = ——

Pr (B, =0)

(b) Express Pr(B,;1 = n)in terms of Pr (B, =n —1).

Pr(Bui=n)=

Solution.
n

Pr{Buii=mn)= Pr(B,=n-1)

n+1



Final Exam

(d) Use induction to prove that B, is uniformly distributed on {0, 1,2

10

yooo,m— 1}

You may assume your answers to the preceding problem parts without justification.

Solution. We use induction. Let P(n) be the proposition that B, is uniformly dis-

tributed on the set {0, 1,2, .

..,n—1}

Base case. The random variable B, is always equal to 0, so it is uniformly distributed

on {0}.

Inductive step. Assume that the random variable B, is uniformly distributed on the
set {0,1,2,...,n — 1} and consider the random variable B, ;. There are three cases:

Pr (-Bn+1 = O) =

Pr (Bn+1 = 'n) =
Pr(Bp, = k) =

n
n+1
n

BB =10)
1
n

n-+1 )
1

n+1
n+1
n 1
n+1ln
1
n+1
n—=k
n+1
n—=k1
—+
n+1ln
1
n+1

(Bp=n~-1)

)

Pr(Bn+1'—'k)+
£ 1
n+1n

k
H—HPI' (Bn+1 =k—- 1)

(*)

In each case, the first equation comes from the preceding problem parts. We use
the induction hypotheses on the starred lines. The remaining steps are simplfica-
tions. This shows that B, is uniformly distributed, and the claim follows from the

principle of induction.
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(c) Express Pr (Bpy1 = k) in terms of Pr (B, = k) and Pr (B, = k — 1) assuming that

D= b=n
Pr(Bpy1 = k) =
Solution.
= k
Pr(Bny1 = k) = —— Pr(Bpy, = k) + Pr(Bpy =k — 1)

n+1 n+1
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Problem 7. [10 points] Bubba and Stu are shooting at a road sign. They take shots in this
order:

Bubba, Stu, Stu, Bubba, Bubba, Stu, Stu, Bubba, Bubba, Stu, Stu, etc.

With each shot:

* Bubba hits the sign with probability 2/5.
* Stu hits the sign with probability 1/4.

What is the probability that Bubba hits the sign before Stu? Assume that hits occur mu-
tually independently. You must give a closed-form answer to receive full credit.

Solution.

Pr (Bubba hits first) =

Ll 1
15 \ 1 — 81/400
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Problem 8. [10 points] There are three types of men (A, B, and C), and three types of
women (D, E, and F)). Some couples are compatible and others are not, as indicated below:

A B L
D no yes yes
E no no yes
F yes no no

Men and women with the personality types shown below attend a dance.

Men: A A B B B o C C C

Women: D D D E F F F F F

Suppose a pairing of the women and men is selected uniformly at random.

(@) What is the probability that a particular man of type A is paired with a compatible
woman?

Solution. 5/9

(b) What is the expected number of compatible couples?

Solution. Let [; be an indicator for the event that the k-th man is paired with a
compatible woman. Then the total number of compatible couples is:

EX(Il—!—+Ig)=EX(Il)++EX(Ig)

—§+§+§+§+§+4+4+4+4
=G gt e g g v g
35

9
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Problem 9. [10 points] Every Skywalker serves either the light side or the dark side.

* The first Skywalker serves the dark side.

* Forn > 2, the n-th Skywalker serves the same side as the (n — 1)-st Skywalker with
probability 1/4, and the opposite side with probability 3/4.

Let d,, be the probability that the n-th Skywalker serves the dark side.

(@) Express d, with a recurrence equation and sufficient base cases.

Solution.
d=1
oy = i-dn+%-(1—dn)
1
-1 5t
(b) Give a closed-form expression for d,,.
Solution. The characteristic equation is z — 1/2 = 0. The only root is z = —1/2.

Therefore, the homogenous solution has the form d,, = A - (—1/2)". For a particular
solution, we first guess d,, = c. This is indeed a solution for ¢ = 1/2. Therefore, the
complete solution has the form d, = 1/2+ A - (=1/2)". Since d; = 1, we must have

A = —1/2. Therefore:
1 1 n+1
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